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Preface 
 

 
When you can measure what you are speaking about, 

and express it in numbers, you know something about it. 
Lord Kelvin (1824 - 1907) 

 
 
 

The MEASUREMENT 2025 conference is marking the 15th edition of our conference series. 
The inaugural conference was held nearly 30 years ago, and since then, all editions—except 
for the 2021 online event—have taken place in the scenic surroundings of Smolenice Castle. 

This year's conference continues to explore our traditional general topics: 

• Theoretical problems of measurement 
• Measurement of physical quantities 
• Measurement in biomedicine 

In addition to the keynote lectures, continue our tradition of special sessions, which this year 
highlight three topical areas: 

• AI in Medicine 
• Quantitative MRI 
• Modeling and Simulation of Biological Signals 

Selected speakers have been invited to contribute to these sessions, offering valuable insights 
into these dynamic fields. 

The authors contributing to this year's Proceedings come from nine different countries. We 
are particularly grateful and inspired by the participation of our Ukrainian colleagues, who 
join us despite the challenging situation in their country. 

We hope that the contributions presented at MEASUREMENT 2025 will prove insightful, 
foster new collaborations, and support the ongoing development of measurement science 
research. 

 

 
 

Ján Maňka, Jana Švehlíková, Andrej Dvurečenskij, Viktor Witkovský 
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Measurement Image Reconstruction in Electrical Impedance Tomography 
through 1D-UNet 

Serge Ayme Kouakouo Nomvussi, Jan Mikulka 
Department of Theoretical and Experimental Electrical Engineering Brno,  

Brno, Czech Republic 
Email: 244245@vut.cz 

Abstract. This paper presents a deep learning approach for image reconstruction in Electrical 
Impedance Tomography using a one-dimensional U-Net model. The model’s performance is 
evaluated against traditional methods such as the Total Variation and Gauss-Newton 
algorithms. Experimental results demonstrate that 1D-UNet consistently achieves superior 
reconstruction accuracy, particularly in noisy environments. In noise-free conditions, the 
model attains higher correlation coefficients and structural similarity values than conventional 
approaches, preserving fine details effectively. Under noisy conditions (30 dB and 60 dB), 1D-
UNet maintains a significantly higher correlation and structural similarity, demonstrating its 
robustness. The strong generalization and adaptability of the proposed method underscore its 
potential for enhancing tomographic imaging applications in biomedical diagnostics, 
industrial process monitoring. 
Keywords: Electrical Impedance Tomography, U-Net, Deep Learning, Image Reconstruction, 
Neural Networks 

1. Introduction
Electrical Impedance Tomography (EIT) is widely applied in various domains, including 
biomedical imaging, geophysics, and industrial process monitoring [1]. It reconstructs an 
object's internal conductivity distribution using electrical measurements taken at its periphery. 
Due to the inverse nature of the problem [2], conventional reconstruction methods such as the 
Gauss-Newton and Total Variation algorithms [3] often face limitations, especially when 
handling noisy data. 
Deep learning, particularly Convolutional Neural Networks (CNNs) [4], has revolutionized 
image processing by providing data-driven solutions that improve reconstruction accuracy. This 
study proposes a U-Net-based framework tailored for one-dimensional EIT voltage 
measurements. Unlike traditional CNNs, U-Net employs an encoder-decoder structure with 
skip connections, allowing the model to preserve essential spatial features and enhance the 
fidelity of the reconstructed conductivity distribution. 

2. Methodology
A synthetic dataset was generated using the EIDORS framework, a MATLAB-based tool for 
EIT simulations. The dataset contains boundary voltage measurements and conductivity 
distributions representing various target shapes and conductivity levels (0.01 S/m to 0.12 S/m) 
in a water-filled medium (0.04 S/m). Measurements were collected from 16 boundary 
electrodes positioned around the domain. 
The dataset is structured as follows: 

• Training Set: 208 × 10647 matrix of voltage inputs and 1024 × 10647 matrix of
conductivity outputs.
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• Validation & Test Sets: Each consists of 3549 samples with the same format.
This structured dataset enables the model to learn the mapping between boundary voltages and 
corresponding conductivity distributions, facilitating more accurate EIT reconstructions. 
The 1D U-Net architecture shown in Fig. 1 is used for EIT image reconstruction in this study. 
It follows an encoder-decoder framework with skip connections that enhance feature 
propagation by allowing the network to retain essential spatial details throughout the 
reconstruction process. The input layer takes a 1 x 208 voltage measurement vector, which 
serves as the starting point for feature extraction. The encoder path (down sampling) consists 
of three 1D convolutional layers with increasing filter sizes (64, 128, and 256 filters) to extract 
hierarchical spatial features. Each convolutional layer is followed by batch normalization, 
which stabilizes training and improves convergence, and a ReLU activation function, 
introducing non-linearity to capture complex patterns. The bottleneck layer, positioned at the 
deepest part of the network, employs a 256-filter convolutional layer to learn high-level 
representations of the input data. 
In the decoder path (up sampling), 1D transposed convolution layers gradually reconstruct the 
image by reversing the down sampling process. These transposed convolutions progressively 
reduce the number of filters from 256 → 128 → 64, aligning with the encoder layers. Skip 
connections allow information from earlier encoding layers to be directly transferred to 
corresponding decoding layers, preserving fine-grained spatial details lost during down 
sampling. The final reconstruction is completed by a fully connected output layer, which 
reshapes the decoded feature maps into a 1 x 1024 conductivity vector. A regression output 
layer ensures that the model generates continuous-valued conductivity predictions, making it 
suitable for EIT applications. 

Fig. 1. 1D U-Net Architecture 

Performance evaluation [5] is based on the following metrics: 

• Mean Squared Error (MSE): Measures reconstruction accuracy between the
predicted and reconstructed images.

• Correlation Coefficient (CC): Quantifies the relationship between reconstructed and
original images.

• Structural Similarity Index (SSIM): Evaluates the preservation of structural details.
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3. Results 
The training process was conducted using a single GPU, with a piecewise learning rate 
schedule. The training ran for 2500 iterations, with validation performed every 15 iterations. 
The Mean Squared Error (MSE) improved from 48.96 at the first iteration to 6.93 at iteration 
1080, indicating successful convergence as shown in Fig 2.  
The reduction in training and validation loss over time highlights the network’s capacity to 
learn meaningful representations and generalize well. Initially, the loss drops rapidly, reflecting 
the model’s ability to capture key features early in training. As training progresses, the loss 
reduction stabilizes, indicating fine-tuning of network weights to optimize reconstruction 
accuracy. 

 
Fig. 2. Loss of 1D-UNet 

Table 1. Comparison between 1D-Unet and the traditional methods (Total Variation and Gauss-Newton) 

Position 
/ Noise 

Model Reconstructed image 
Total Variation 

algorithm 

Reconstructed image 
Gauss-Newton 

algorithm 

Reconstructed image 
with 1D-UNet 

1/No 
 

 CC = 0.597 
SSIM = 0.607 

CC = 0.644 
SSIM = 0.605 

CC = 0.710 
SSIM = 0.610 

2/No  CC = 0.776 
SSIM = 0.619 

 

CC = 0.457 
SSIM = 0.617 

CC = 0.821 
SSIM = 0.623 

3/No 
 

 CC = 0.782 
SSIM = 0.605 

CC = 0.831 
     SSIM = 0.598 

CC= 0.843 
SSIM = 0.618 

4/Yes 

30 dB 

 CC = 0.081 
SSIM = 0.552 

CC = 0.171 
SSIM = 0.574 

       CC = 0.499 
ssim = 0.605 

5/Yes 

60 dB 

 CC = -0.146 
SSIM = 0.387 

CC = 0.252 
SSIM = 0.561 

CC = 0.723 
SSIM = 0.611 
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The 1D-UNet model consistently outperforms the Total Variation (TV) and Gauss-Newton 
algorithms, particularly under noisy conditions. The correlation coefficient (CC) and structural 
similarity index (SSIM) were used to evaluate reconstruction accuracy across different 
scenarios. 
The results in Table 1 show that in noise-free conditions (Positions 1–3), the 1D-UNet achieves 
the highest correlation and SSIM values, ensuring better reconstruction accuracy compared to 
TV and Gauss-Newton. Under noisy conditions (30 dB and 60 dB, Positions 4–5), TV and 
Gauss-Newton methods experience significant performance degradation, with correlation 
values as low as -0.146 and 0.252, while 1D-UNet maintains a much higher correlation of 0.499 
and 0.723. The SSIM scores of 1D-UNet also remain superior, confirming its robustness in 
challenging conditions. 
These findings highlight the advantage of 1D-UNet in preserving structural details and 
achieving more reliable reconstructions, making it highly suitable for industrial applications. 

4. Discussion and Conclusion 
This study confirms that 1D-UNet significantly outperforms TV and Gauss-Newton across all 
tested conditions. While traditional methods struggle with noise, leading to poor correlation and 
SSIM values, 1D-UNet maintains high performance even in challenging environments. 
Its superior performance is due to deep feature extraction, efficient up sampling, and skip 
connections that preserve fine details. These results emphasize its potential for real-time 
medical imaging, industrial process monitoring, and geophysical exploration. 
Future work will focus on optimizing architecture, incorporating attention mechanisms, and 
hybrid models to enhance robustness and efficiency, paving the way for more accurate EIT 
reconstruction applications. 
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Abstract. Manual segmentation of knee joint structures in 3D Magnetic Resonance Imaging 
(MRI) scans is a labor-intensive process, often requiring several hours per scan for detailed 
segmentations. This paper presents a deep learning approach utilizing a modified 3D U-Net 
architecture for automated segmentation of knee MRI images from the Osteoarthritis Initiative 
(OAI) dataset. Trained on 507 subjects, the model achieves minimum Dice similarity coefficients 
of 98.5% for femoral and tibial bone, 85.0% for femoral cartilage, and 70.8% for tibial carti-
lage. The average inference time per one subject was under 30 seconds, demonstrating a reduc-
tion in processing time compared to manual annotation. These results suggest that CNN-based 
segmentation offers a reliable and efficient alternative to manual segmentation, enhancing di-
agnostic workflows in osteoarthritis monitoring.

Keywords: Artificial Neural Network, Automated MRI Image Segmentation, Convolutional 
Neural Network, Deep Learning, Knee Joint, Osteoarthritis

1. Introduction
Magnetic Resonance Imaging (MRI) is an essential tool for diagnosing musculoskeletal con-
ditions, particularly in evaluating knee joint health. However, manual segmentation of MRI
scans is time-intensive and requires specialized expertise. Segmenting cartilage manually in a
3D knee MRI may take as long as 6 hours per knee.[1] To address this challenge, deep learning
techniques, particularly Convolutional Neural Networks (CNNs), offer a promising solution for
automating MRI image segmentation. This study explores the application of a modified 3D U-
Net architecture for knee joint MRI segmentation. By leveraging a dataset of 507 subjects from
the Osteoarthritis Initiative (OAI), the model aims to reduce segmentation time while maintain-
ing high segmentation performance.

2. Subject and Methods
Dataset
A dataset of 507 human subjects from the Osteoarthritis Initiative (OAI) was provided by
the Zuse Institute Berlin (ZIB). The dataset (Table 1) consists of manually segmented, high-
resolution 3D double echo steady-state (DESS) MRI scans of knee joints, acquired using a
Siemens 3T Trio system. It includes subjects with varying degrees of osteoarthritis pathol-
ogy. As of December 1, 2022, the data is publicly available online (https://pubdata.
zib.de). Experts at the Zuse Institute Berlin manually segmented the MRI data for each pa-
tient in the OAI-ZIB dataset. The segmentations identified five distinct categories, including
four anatomical-morphological classes: femoral bone (FB), femoral cartilage (FC), tibial bone
(TB), tibial cartilage (TC), and background. The composition of the training and validation
datasets, including the acquisition protocol (baseline and/or 12-month follow-up), is detailed
in Reference [2]. The manually segmented 3D MRI data was downsampled to a resolution of
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128×128×80. The dataset was divided into training, validation, and testing subsets in a 6 : 2 : 2
ratio.

Table 1: Summary of the OAI-ZIB dataset [2].

Parameter Value
MRI scanner Siemens 3T Trio
MRI sequence DESS
Acquisition plane sagittal
Resolution 0.36×0.36×0.7 mm3

Size 384×384×160 voxels
Segmentation bones, cartilage
Subjects 507
Sex (M/F) 262 / 245
Age (years) 61.87±9.33
BMI (kg/m2) 29.27±4.52
OA grade (0-4) (60, 77, 61, 151, 158)
Timepoints baseline

Convolutional Neural Network (CNN) Architecture: 3D U-Net
The proposed segmentation model (Fig. 1) is a 3D U-Net architecture, inspired by the work of
Ronneberger et al. [6] and Cicek et al. [3]. It follows an encoder-decoder structure, making it
well-suited for volumetric medical image segmentation The encoder has multiple convolutional
blocks, each with two 3D convolutional layers using ReLU activation, followed by max-pooling
for downsampling. The bridge serves as a bottleneck, capturing deep feature representations
before the decoder phase. The decoder symmetrically upsamples the feature maps using trans-
posed convolutions, with skip connections from the corresponding encoder layers to preserve
spatial information. Dropout is applied to improve generalization and prevent overfitting. The
final output layer uses a 3D convolution with a softmax activation function, allowing for multi-
class segmentation.

Fig. 1: The implemented 3D U-Net architecture. Blue boxes represent feature maps at different stages
of the network. White boxes indicate skip connections, where feature maps from the encoder path are
concatenated with those in the decoder path to retain spatial information. The number of filters at each
layer is specified above the corresponding feature maps.
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Training and Validation
The 3D U-Net model was implemented using TENSORFLOW and KERAS in PYTHON, ensur-
ing efficient deep learning-based segmentation. The training process was structured with 150
epochs, using the Sparse Categorical Crossentropy loss function for multi-class segmentation
and the RMSprop optimizer with a learning rate of 0.0001. The model was trained in a su-
pervised learning mode, utilizing a custom training loop with a gradient tape for automatic
differentiation. The training pipeline used batch-wise gradient updates and a dropout regular-
ization (dropout rate = 0.3) to reduce overfitting. The Sparse Categorical Accuracy metric was
used to evaluate segmentation performance during training and validation phases. A custom
training function was implemented to iterate over 150 epochs, with performance tracking at
each epoch. Both training and validation losses and accuracies were logged, and the model
checkpoints were saved based on the best validation loss and best validation accuracy. Im-
plemented [4] in TENSORFLOW 2.12.0 (available online: https://www.tensorflow.org,
accessed on 19 March 2025) module in PYTHON 3.9.18 (Python Software Foundation, 2023,
https://www.python.org) environment on a PC with an 11th Gen Intel(R) Core(TM) i7-
11700F @ 2.50GHz processor, 32GB RAM, and an NVIDIA GeForce RTX 3070 GPU.

Performance quantification
The Dice coefficient [5] is a key parameter in image segmentation as it assesses how well a
segmented region matches the ground truth. It quantifies the overlap between the predicted
segmentation and the actual region of interest. Higher DC values indicate better segmentation
performance. Mathematically, the Dice coefficient is a statistical measure used to quantify the
similarity between two sets of data. It is computed as twice the number of shared elements
(e.g. voxels) divided by the total number of elements in both sets. The result ranges from 0 (no
overlap) to 1 (complete overlap). A Dice coefficient of 0.7 or higher is generally considered a
good segmentation result, while a Dice coefficient below 0.3 is regarded as poor. In this work,
we measure the spatial overlap between manual and automated segmentation masks.

3. Results
The training time for the deep learning model was 6071.03 seconds (101.18 minutes), demon-
strating the computational demands of training and validating the modified 3D U-Net architec-
ture for knee joint MRI segmentation. Table 2 presents the Dice coefficient for each worst class
of individual patients, providing insight into segmentation performance across different anatom-
ical structures. Additionally, Fig. 2 presents the training and validation process, depicting the
loss and accuracy curves over the training epochs.

Table 2: Minimum Dice Coefficients per Class Across Individual Patients.

Class: Femoral bone Fem. Cartilage Tibial bone Tib. Cartilage Overall
Patient ID DC1[%] DC2[%] DC3[%] DC4[%] DC[%]

9646958 95.61 87.41 94.51 78.03 94.55
9627716 98.43 79.61 98.55 83.63 97.58
9646958 98.53 85.00 98.47 70.75 97.50
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(a) (b)

Fig. 2: Training and Validation Loss (a) and Accuracy (b)

4. Discussion
The study demonstrates the effectiveness of deep learning in medical image analysis, particu-
larly in knee MRI segmentation. The proposed 3D U-Net model, trained on downsampled 3D
MRI knee data, achieves reliable segmentation results, as indicated by Dice coefficient values.
The findings suggest that CNN-based segmentation can significantly reduce manual workload
and increase consistency in diagnosing knee-related conditions such as osteoarthritis. Future re-
search could explore model optimization, domain adaptation techniques, and real-world clinical
applications to further enhance automated knee MRI analysis.
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Abstract. Electrocardiographic Imaging (ECGI) has some limitations due to inaccuracies in
some patients. Here, we explore 3 methods for the localization of premature ventricular con-
tractions (PVCs): Tikhonov Regularization (TR), Bayesian Maximum A Posteriori Estimation
(BMAP), and Multivariate Adaptive Regression Splines (MARS). A cohort of 5 patients with
frequent PVCs was used, and the computations assumed both homogeneous and inhomogeneous
torso models. Additionally, BMAP and MARS were computed using simulated prior knowledge
of PVC endoepicardial potentials, originating either from the entire myocardium or a physiolog-
ically relevant area. The localization error (LE) was assessed as the Euclidean distance between
the ECGI solution and the ground truth. BMAP method showed the lowest median LE with
physiologically relevant prior knowledge for both torso models, outperforming TR. In contrast,
the MARS method underperformed when applied to these pre-selected datasets. Overall, the
results indicate that certain methods may improve accuracy under specific conditions, but
further research is needed to explore their full potential and limitations in ECGI.

Keywords: Electrocardiographic Imaging, Tikhonov Regularization, Bayesian Estimation, Mul-
tivariate Adaptive Regression Splines

1. Introduction
Electrocardiographic Imaging (ECGI) is a non-invasive method that identifies abnormal car-
diac activity, such as premature ventricular contractions (PVCs), using body surface potentials
(BSPs) recorded on the torso. ECGI can guide radiofrequency catheter ablation (RFA). Regret-
tably, the inverse problem is ill-posed, making its solution challenging, and various methods
have been developed to improve the accuracy of the solution.

Tikhonov regularization (TR) is a widely used method that adds a regularization term to
the least-squares formulation of the problem [1]. Despite its simplicity, choosing the right
regularization parameter might be challenging. With advances in computational power, different
approaches are gaining more attention. In this work, we focus on TR and two less commonly
used methods - one based on a statistical approach and the other on spline fitting. Bayesian
Maximum A Posteriori Estimate (BMAP) is a statistical approach that uses prior knowledge
derived from known physiological properties or in-silico simulations, and it provides valuable
statistical measures, like Bayesian error covariance, which improve the interpretability of the
results [2]. The Multivariate Adaptive Regression Splines (MARS) method uses piecewise
splines to model complex, nonlinear relationships in the data. Spline-based methods allow
efficient parameterization with fewer unknowns and thus can improve robustness and accuracy
[3]. However, both methods, BMAP and MARS, have their own challenges, such as modeling
prior information and determining the optimal number of splines.

Unfortunately, no method is universally optimal; one may outperform another in specific
tasks. In this work, we apply the methods mentioned above with an aim to evaluate their
accuracy to identify the origin of PVCs using clinical data.
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2. Data and Methods
This study uses a subset of 5 patients from the Bratislava dataset. The data used were BSPs
recorded with the ProCardio8 measuring system equipped with 128 electrodes and patient-
specific geometric models created from CT scans. Each patient underwent a successful RFA,
and the known origin of PVCs was used for validation. We tested 2 torso models, homogeneous
(HT) and inhomogeneous (HBLT), which included lungs and blood pools. The pipeline of this
study is shown in Fig. 1, panel A. Due to space constraints, we refer the reader to study [4] for
further details about data and to studies [2], [3], [4] for more information about methods used.

Tikhonov regularization (TR): We applied zero-order TR and optimized the solution using
the median λt values obtained from the L-curve method [4].

Bayesian Maximum A Posteriori (BMAP): BMAP treats the endoepicardial potentials and
noise as random variables, aiming to maximize the posterior probability density function (pdf)
based on the likelihood of the measurements and prior information. In this study, the endoepi-
cardial potentials and BSPMs were assumed to be jointly Gaussian, with Gaussian noise that is
uncorrelated with the potentials [2]. The prior knowledge was derived from PVC simulations
described below.

Multivariate Adaptive Regression Splines (MARS): MARS models the relationship between
BSPs and endoepicardial potentials by constructing a non-parametric regression model. The
method uses a set of spline basis functions to map BSPs to endoepicardial potentials. Given
the endoepicardial potentials and corresponding BSPs computed through the forward solutions,
MARS automatically builds an initial model and reduces complexity during the pruning step
to obtain the best functional representation [3]. To evaluate the accuracy in comparison with
BMAP, the same training sets of endoepicardial potentials were used as described below.

Prior Information: Patient-specific PVC simulations using CT-derived models were computed
with the cellular automaton to model activation propagation. Activation was initiated from
211-306 predefined locations across the entire myocardial volume. Endoepicardial and torso
potentials were subsequently computed using the Boundary Element Method. Each simulation
duration was matched to the patient’s PVC duration extracted from recorded signals. The train-
ing datasets included concatenated cardiac potentials, and we tested three cases, shown in Fig. 1,
panel B:

• FSD (Full Simulation Dataset): All PVC simulations, covering the entire myocardium.
• PST10 (Patient-Specific Top 10% Dataset): Top 10% of PVC simulations with the highest

correlation between measured and computed BSPs (21–31 per patient).
• CPT10 (Cross-Patient Top 10% Dataset): PVC simulations from 23 points with the high-

est correlation between measured and computed BSPs.

Validation: The PVC origin was identified as the earliest activated node in the activation
sequence that was computed using spatiotemporal smoothing. The estimated PVC origin was
then compared to the RFA-derived origin, and the localization error (LE) was calculated as the
Euclidean distance between them [4].

3. Results
The LEs for both torso models, as well as all patients and methods, are shown in Fig. 1, panel C.
The statistical distribution of LEs for each method is shown in panel D. Due to space constraints,
values are shown within the graphs in panels C and D, with only median values presented in
panel D.
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Fig. 1: A) Pipeline. B) Training sets depicted for P1. C) LE for each patient and method. D) Statistical
distribution of LEs for each method with median LE presented above each box. The grey dots represent
LE values obtained for all patients. Panels C and D: HT (top) and HBLT (bottom).

4. Discussion
In this study, we investigated the accuracy of different methods for localizing PVCs, including
the commonly used TR and lesser-used methods that have been only minimally tested on clinical
data. First, we discuss the results at the patient-specific level as shown in Fig. 1, panel C. The
lowest LE was observed in patient P4 with BMAP using the PST10 training set and HT model,
and in patient P1 with BMAP using the PST10 and CPT10 training sets and the HBLT model. In
both cases, LE was below 10 mm. In contrast, the highest LE of 75 mm was observed in patient
P3 using MARS with the CPT10 training set. This result needs further investigation, as other
methods performed significantly better for this patient, and applying an HBLT model reduced
the LE to 26 mm. From our cohort, all methods performed well in patient P1, with the highest
LE of 32 mm. Like some other patients, P2 and P5 were showing high LEs across multiple
methods. Several factors may contribute to this, including underlying comorbidities that ECGI
may not be able to accurately capture, as well as inaccuracies in geometrical modeling and
signal processing errors. These findings highlight the need for further investigation into these
results.

Fig. 1, panel D, illustrates the statistical distribution of localization LEs for each method.
Given the limited cohort size of only 5 patients, drawing conclusions is challenging, as a larger
sample size would be necessary for robust statistical analysis. Nevertheless, the results offer
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some interesting insights when comparing methods and torso models. When comparing meth-
ods, the BMAP method demonstrated superior performance in identifying PVCs particularly
when trained with smaller datasets as evidenced by its lower median LE values and tighter
interquartile range (IQR), outperforming TR. These findings suggest that BMAP could be used
for PVC identification, especially when using smaller, physiologically relevant training datasets.
In contrast, the MARS method exhibited poorer performance, as indicated by higher LE values
across most cases. However, an interesting exception occurred with the HT torso model for
the MARS method using FSD training sets, which included all PVC simulations. In this case,
the method showed its best performance. This observation suggests that the MARS method
may achieve good results without the additional step of selecting a specific training dataset,
potentially saving time and reducing the risk of introducing errors associated with dataset
selection. When comparing torso models, the BMAP method performed better with the HBLT
model for all training sets in terms of median LE.

This study has several limitations, including a small cohort of 5 patients, thus requiring
validation on a larger dataset. PVC localization relied on expert mapping, which may have
introduced alignment inaccuracies, potentially affecting LE. Both BMAP and MARS showed
poor performance in some cases, highlighting the need to identify potential sources of error.
Additionally, these models were trained on simulated data, which may not fully capture real
cardiac activity, and model errors should be considered when interpreting the results. Despite
their less common use in ECGI, our findings suggest that BMAP and MARS can, in certain
cases, achieve accuracy comparable to TR or even outperform it. However, the results should
be interpreted with caution, and further research is required to assess their accuracy.

5. Conclusions
In conclusion, BMAP and MARS offer potential alternatives to TR for PVC localization, with
BMAP showing better performance on smaller training datasets. However, further investigation
is needed to address inconsistencies observed in some cases and validate the methods on larger
datasets.
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Abstract. Subject-specific narrowband oscillatory rhythms in human electroencephalogram (EEG) 
can be detected using tensor decomposition. In our previous studies, we explored the CANDE-
COMP/PARAFAC (CP) decomposition together with the more flexible Tucker model. However, 
we found that CP decomposition sometimes required a high number of latent components to rep-
resent the data latent structure accurately. On the other hand, the Tucker model appeared too 
generalized, leading to very sparse solutions. Therefore, in this study, we focus on the PARA-
LIND model, which combines the more straightforward interpretability of CP decomposition 
with the flexibility o f t he Tucker model. We demonstrate i ts performance on EEG recordings 
from a patient following an ischemic stroke, comparing it to the previous two models.

Keywords: Electroencephalogram, Tensor, CP Decomposition, Tucker Model, PARALIND

1. Introduction
The effectiveness of tensor decomposition methods to successfully reveal the latent structure
of EEG signal has been proved in our previous study [1], which focused on the CANDE-
COMP/PARAFAC (CP) decomposition and Tucker model [2, p. 43 and 59]. However, we dis-
covered that CP decomposition needed a considerably higher number of components to effec-
tively represent the latent structure of the data when the EEG signal was recorded using a limited
number of electrodes focused on specific brain regions, such as the central sensorimotor cortex
[1]. The Tucker model, on the other hand, produced a very sparse decomposition, indicating it
is too flexible for the analyzed data. In this study, we, therefore, focus on an alternative model
called PARALIND - the parallel profiles with linear dependencies [3] - combining the flexibility
of the Tucker model with the intuitive interpretability of the CP decomposition and discuss its
performance when detecting narrowband brain oscillatory rhythms.

2. PARALIND and its relationship with other tensor decomposition models
The PARALIND model [3] with (M,N,O) signatures and F ≥ max{M,N,O} common compo-
nents can be described using two equivalent formulas

X = Λ×1 (AHA)︸ ︷︷ ︸
A⋆

×2 (BHB)︸ ︷︷ ︸
B⋆

×3 (CHC)︸ ︷︷ ︸
C⋆

+E =
F

∑
f=1

λ f f f (AHA) f︸ ︷︷ ︸
a⋆f

◦(BHB) f︸ ︷︷ ︸
b⋆

f

◦(CHC) f︸ ︷︷ ︸
c⋆f

+E, (1)

X = (Λ×1 HA ×2 HB ×3 HC)︸ ︷︷ ︸
G⋆

×1A×2 B×3 C+E =
M

∑
m=1

N

∑
n=1

O

∑
o=1

(
F

∑
f=1

λ f f f hA
m f h

B
n f h

C
o f

)
︸ ︷︷ ︸

g⋆mno

am ◦bn ◦ co +E,

(2)

where X ∈ RI×J×K denotes a data tensor and E ∈ RI×J×K represents model error. The com-
ponent matrices A = [a1,a2, . . . ,aM] ∈RI×M,B = [b1,b2, . . . ,bN ] ∈RJ×N ,C = [c1,c2, . . . ,cO] ∈
RK×O represent the temporal (TS), spatial (SpS) and frequency signatures (FS) of the latent
components. The relationships between signatures in different modes are captured by the de-
pendency matrices HA ∈ RM×F ,HB ∈ RN×F ,HC ∈ RO×F . Unlike in [3], where the dependency
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matrices were assumed to be known and fixed, we have chosen to estimate them simultaneously
along with the component matrices using the alternating least squares algorithm [2].

The core tensor Λ ∈ RF×F×F is super-diagonal with λmno ̸= 0 only if m = n = o. The f th

column of the matrix product AHA = A⋆ is denoted by (AHA) f = a⋆f . Finally, X ×n Y represents
the tensor-matrix product in the nth mode and a◦b is an outer product of two vectors [2].

Considering Eq. (1), PARALIND is a CP model with F components and component matri-
ces A⋆,B⋆,C⋆. Due to the superdiagonality of Λ, the f th column of A⋆ is related only with the
the f th columns of B⋆ and C⋆. Additionally, PARALIND can also be interpreted as an (M,N,O)-
Tucker model with the core tensor G⋆ following a CP structure, as described in Eq. (2) [3].

3. Data
In this study, we focused on the multichannel EEG signal from 13 recordings of an 84-year-old
man with post-stroke right-sided hemiplegia [4]. The EEG signals were recorded at a sampling
frequency of 250 Hz, using 10 electrodes positioned over the sensorimotor area1 and referenced
to linked ears. Following [1], we inspected and corrected potential artefacts semi-automatically
using the BrainVision Analyser 2 software.

For each recording day, the EEG signal was divided into overlapping two-second time win-
dows. For each time window, we computed the oscillatory part of the amplitude spectrum, and
the log10-transformed values were concatenated into a tensor X ∈ RI×J×K , where I,J, and K
represent the number of time windows, the number of electrodes, and the number of frequen-
cies, respectively. Before tensor decomposition, the tensor X was centered in the first mode.

To be consistent with [1], we applied the nonnegativity constraints for TS and SpS, as well as
unimodality constraints for FS in the CP decomposition, Tucker model, and PARALIND. Based
on our earlier findings [1], we expected the lateralization of latent components - a different
temporal activation of the same brain oscillation in the left and right hemisphere. Therefore, we
selected the number of signatures in the various models as follows:

• CP with F components (F signatures in all three modes),

• Tucker model with either (F,2,F) or
(
F,2, F

2

)
signatures (denoted as T1 and T2),

• PARALIND with F common components and (F,2,F) or
(
F,2, F

2

)
signatures (PL1, PL2).

Here, F is an even number ranging from four to 20, which leads to nine CP, PL1, PL2, T1, and
T2 models for each training day.

4. Results
The suitability of the PARALIND application was validated by two main observations: first, the
presence of duplicate components in the CP decomposition, which indicated the same oscilla-
tion occurring with different temporal activities in both hemispheres; second, the trilinear and
sparse structure of the core tensors G in both Tucker models, where the percentage of nonzero
elements ranged from 5% to 25%. The trilinear structure of G ∈ RF×2×F

2 in T2 was confirmed
by the core consistency diagnostics (CCD) [2, p. 78], which was close to or equal to 100% for
all days assessed. The ratio of the T1 core tensors with CCD values exceeding the 90% thres-
hold (indicating pure trilinearity) varied from 0.44 on Day 10 to 1 on Days 2 and 9, with a mode
of 0.89 observed over five days.

In the next step, we compared the mean squared error (MSE) across models with the same
number of common components F . As depicted in Fig. 1, the CP, T1, and PL1 models achieved

1Electrode placement followed the 10-20 system, with electrodes positioned at FC3, C1, C3, C5, CP3, and FC4,
C2, C4, C6, CP4.
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Fig. 1: The mean squared error of CP and two versions of both the Tucker model and PARALIND with
the number of common components F ∈ {4,6, . . . ,20} when applied to the first five recording days.

similar MSE values. The slightly higher MSE observed in T2 and PL2 (Fig. 1, green and ma-
genta) was expected, as these models used half the number of FS compared to the corresponding
CP, PL1, and T1. Another reason could be that the T2 and PL2 structure is more restricted to
laterality. Nonetheless, from a quantitative point of view, we can conclude that both versions of
PARALIND modeled the data latent structure comparably to the CP and Tucker model.

1 2 3 4 5 6

1

2

3

4

5

6

T
S

H
A

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

242.8

270.6

268.1

245.9

234.6

236.8

1 2 3 4 5 6

1

2

S
p

S

H
B

0

0

0

0

0.66

0.76 0.94

0.94

1.06

0.91 0.86

0.49

1 2 3 4 5 6

common components

1

2

3

4

5

6

F
S

H
C

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

1.04

0.98

1.04

1

1.11

1.16

Fig. 2: Day 12 - PARALIND model PL1 with (6,2,6) signatures and six common components. The
component signatures are depicted on the left, and the dependency matrices HA,HB,HC are on the right.

Fig. 3: Day 12 - Common component signatures from the PARALIND model PL1 depicted in Fig. 2.

The interpretability of the PARALIND decomposition is also essential. Let us examine the
outcome of the PL1 model with (6, 2, 6) signatures and F = 6, applied to data from Day 12
(Fig. 2). Two SpS represent oscillatory activity in the left and right hemisphere (Fig. 2, left,
middle row). Observing six FS, we notice some duplicates, such as two instances of 8.5 Hz and
7.5 Hz, a phenomenon also found in CP decomposition. By examining the nonzero elements in
the first columns of dependency matrices (Fig. 2, right), we found that the first latent component
oscillates at 6.5 Hz (FS c1), with its time score corresponding to a1 and spatial representation
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given by the linear combination of two SpS: b⋆1 = 0.66b1 +0.76b2. Additionally, an analysis of
the second and third, or fourth and fifth columns of the dependency matrices shows that these
latent components represent a lateralized version of the 7.5 Hz and 8.5 Hz rhythms. Moreover,
PL1 can be easily represented in a CP-like structure (Fig. 3).

The dependency matrices of the PL2 model with (6, 2, 3) signatures and F = 6 revealed a
sparse structure that effectively highlights the lateralization of three oscillatory rhythms on 7,
8.5, and 9.5 Hz (Fig. 4). For example, the first two latent components represent 9.5 Hz rhythm
(FS c1), observed both in the left (SpS b1, TS a2) and in the right hemisphere (SpS b2, TS a4).
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Fig. 4: Day 12 - PARALIND model PL2 with (6,2,3) signatures and six common components. The
component signatures are depicted on the left, and the dependency matrices HA,HB,HC are on the right.

5. Conclusion
This study explored the potential use of the PARALIND model for detecting narrowband brain
oscillatory rhythms in EEG signal. The validity of PARALIND was supported by duplicate
components estimated through CP decomposition, the trilinear structure of the core tensor in
Tucker models, and comparable MSE across all models when applied to the same data. An
important advantage of PARALIND is its straightforward representation in a CP-like structure,
where each latent component is defined by its TS, SpS, and FS. Additionally, its dependency
matrices provide a more intuitive interpretation compared to the core tensor in the Tucker model.
A limitation of PARALIND are numerical instabilities when estimating dependency matrices
and challenging selection of the appropriate number of signatures, highlighting the need for
future research in this area.
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Abstract. The influence of low-frequency magnetic fields (LF-MFs) on biological systems 
remains a subject of debate due to conflicting findings. This study investigates the impact of a 
50 Hz, 3.5 mT magnetic field on the growth of Saccharomyces cerevisiae CCY 21-4-99. Yeast 
culture was incubated under controlled conditions with and without LF-MF exposure, and 
growth was assessed turbidimetrically. Our results showed no statistically significant 
difference between the exposed and control groups, suggesting that LF-MF exposure under 
these conditions does not affect yeast growth. Given the inconsistencies in previous research, 
our study highlights the need for rigorous methodology and replication efforts in LF-MF 
studies. 
 
Keywords: Low-Frequency Magnetic Fields, Biological Effects, Saccharomyces Cerevisiae 

1. Introduction 

The effects of low-frequency magnetic fields (LF-MFs) at 50 Hz and 60 Hz on biological 
systems have drawn significant scientific interest, yielding diverse findings. Yeast S. cerevisiae 
showed inhibited growth following LF-MF exposure [1], while human dermal fibroblasts 
exhibited reduced proliferation without viability loss [2]. Conversely, human epidermal stem 
cells displayed increased proliferation under LF-MFs [3]. 
LF-MFs reduced viability in breast cancer cells while sparing non-cancerous lines and protected 
HMO6 cells from oxygen-glucose deprivation-induced death [5]. Aspergillus niger showed 
increased acidic protease production under LF-MFs [6], and enhanced proliferation in HeLa 
and IMR-90 cells was linked to lower ROS levels [7]. Research on MCF10A and MCF7 cells 
showed reduced number, viability, and DNA synthesis, without affecting cell death [8]. These 
varied responses highlight the need for further research on LF-MF effects. 

2. Methods 

Experimental platform 
The experimental setup included cultivation chambers, an MF generation system, and a 
temperature regulation system (Fig. 1). The MF system supplied a 50 Hz, 3.5 mT field to each 
chamber using Helmholtz coils (50 turns of 2.2 mm copper wire, 110 mm diameter) with 95% 
homogeneity. A signal generator produced alternating currents, which were amplified and 
regulated to maintain impedance. Customized thermal boxes, equipped with heating foils and 
a PID regulator, ensured a stable 35 °C environment. A microcontroller with DS18B20 digital 
sensors monitored temperature every 10 seconds. 
 

MEASUREMENT 2025, Proceedings of the 15th International Conference, Smolenice, Slovakia

ISBN 978-80-69159-00-6 19



 
Fig. 1. Workflow scheme illustrating the experimental platform incorporating the paired experimental design.  

Microbial Strain and Culture Conditions 
Saccharomyces cerevisiae CCY 21-4-99 was cultivated in YPD medium (1% yeast extract, 2% 
peptone, and 2% glucose) at 35 °C. A 24-hour-old liquid pre-culture was stored at 7 °C for up 
to 10 days before use as an inoculum (viability: 98.5–99.0%). 
To establish a growth curve, a diluted yeast pre-culture in YPD medium was divided into two 
sets of 42 flat-bottom vials, each containing 13 ml of culture, and incubated simultaneously in 
water baths within two separate thermostatic chambers to maintain temperature stability. At 
each measurement point, three vials per chamber were removed and analyzed turbidimetrically 
for cell growth. 
For testing growth under MF exposure, the pre-culture, appropriately diluted in YPD medium, 
was distributed into 10 flat-bottom vials, each containing 13 ml of culture. Sets of five vials 
were placed in water baths within separate cultivation chambers inside Helmholtz coils. The 
cultures were incubated simultaneously for 18 hours, either with or without MF exposure, 
depending on the experimental conditions. 

3. Results and Discussion 

Before evaluating the impact of MF, we first examined the biological system under controlled 
conditions. Yeast cultures were cultivated in parallel in two identical incubators, starting at 
approximately 300 cells/ml, and biomass growth was monitored over time. Yeast cell 
concentration was measured turbidimetrically between the 12th and 36th hours. Figure 2a 
presents the mean values from both incubators, with the fitted growth curve interpolated using 
a sixth-order polynomial, including an extrapolation to a single point at 36 hours. 
The cell growth curve demonstrated that biomass levels remained below half of the fully 
developed biomass observed at 37 hours until the 19th hour. In particular, data show that the 
exponential growth phase extended up to the 19th hour, with biomass levels staying below 50% 
of the stationary phase maximum (Fig. 2a). The terminal part of the exponential growth phase 
is a time period the most sensitive to growth disturbances. This was the reason why 18 hours 
were chosen for the duration of the experiment with MF. 
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(a)        (b) 
Fig. 2: (a) Growth curve illustrating the increase in cell concentration of S. cerevisiae CCY 21-4-99 in temperature 

conditions of 35 °C. (b) Mean cell concentration differences between the two incubators of the paired 
experiment. All error bars are equal to ±SD. C/C - both chambers without MF (N = 6), T/T - both 
chambers with MF  (N = 6), T/C - MF on in chamber 1 while off in chamber 2 (N = 6), C/T - MF off in 
chamber 1 while on in chamber 2 (N = 6), control - unification of C/C and T/T data sets (N = 12), MF-C 
- unification of T/C and C/T data  (N = 12). 

From each experimental run, environmental conditions were evaluated using three parameters: 
the mean temperature in chamber 1, the mean temperature in chamber 2, and the mean 
temperature difference between the two chambers. Only experimental runs that met the 
following three temperature criteria were included in further analysis: the mean temperature in 
chamber 1 and in chamber 2 had to remain within 35±0.3 °C, and the mean temperature 
difference between the chambers had to be within ±0.3 °C. 
Figure 2b presents the mean cell concentration differences between cultures in the two 
chambers of a paired experimental setup across six data sets: both chambers in control mode 
(MF off), both chambers in test mode (MF on), MF on in chamber 1 while off in chamber 2, 
MF off in chamber 1 while on in chamber 2, a combined control group (from the first 2 data 
sets), and a combined MF-C group (from the 2 data sets, calculated as MF output minus control 
output). The first four data sets contained six outcomes each, leading to a 12 vs. 12 statistical 
comparisons in the final two sets. 
The mean value from the test settings (-0.71%) closely matched that of the combined control 
group (-0.62%). A one-sample t-test showed no significant difference between the test and 
control datasets (p = 0.97), indicating that the observed variation was negligible. Therefore, in 
this study, exposure to a 50 Hz, 3.5 mT LF-MF had no measurable impact on yeast cell growth. 
We found no effect, whereas previous studies report both positive and absent effects. While the 
majority of published research suggests some influence of ELF magnetic fields, the reported 
effects are highly variable and sometimes contradictory, making it difficult to establish clear 
patterns. Moreover, many findings lack independent verification, with replication efforts often 
yielding conflicting results, highlighting the challenge of reproducing subtle biological effects. 
It is well-documented that positive findings are more likely to be published than negative ones 
(i.e., absence of effects) [9]. Additionally, researchers may be prone to various biases, 
collectively suggesting that the true proportion of null results is likely significantly 
underreported. Our study contributes to this debate by emphasizing methodological rigor, stable 
environmental conditions, and careful experimental design. Based on our firsthand experience 
with the challenges of ensuring reproducibility and controlling environmental factors that could 
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introduce false effects, we suspect that many reported effects may be artifacts rather than 
genuine biological responses. 

4. Conclusions 
This study found no measurable effect of a 50 Hz, 3.5 mT LF-MF on the growth of S. cerevisiae 
CCY 21-4-99. While numerous studies have reported diverse and sometimes contradictory 
effects of LF-MFs on biological systems, many results lack independent verification. Our 
findings underscore the importance of methodological rigor, stable environmental conditions, 
and replication to avoid false effects. Given the challenges of achieving reproducibility and 
minimizing external influences, we question whether some previously reported effects could 
stem from experimental artifacts rather than true biological responses. 
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Abstract. This paper examines a multi-lead adjustment algorithm for multi-lead ECG 
(electrocardiogram) signals based on single-lead QRS complex detections. The algorithm uses 
the Pan-Tompkins detector (PTD) and considers statistical parameters like the mode of 
detections and the average and median lengths of heart-depolarization intervals. The proposed 
algorithm is evaluated on two EKG databases: Lobachevsky University and Physikalisch-
Technische Bundesanstalt diagnostic cardiography databases. The results demonstrate that 
reducing the acceptable interval for QRS complex timestamp differences during the decision 
phase increases error rates. Compared to manual QRS timestamps, the adjusted detection 
shows less than 2% error within chosen intervals considered acceptable for accurate detection. 

Keywords: ECG, Multi-Lead, Pan-Tomkins, QRS Complex Detection 

1. Introduction 
The QRS detection of heart depolarizations in ECG (electrocardiography) signals is 
fundamental for diagnosing cardiovascular diseases [1], [2]. Accurate QRS detection is an 
essential and valuable tool for various ECG signal processing applications. In work [3] a QRS 
detector was used to divide the ECG signal into frames with one heart-depolarization for 
parametric dictionary learning for compressed sensing applications. An ECG compressed 
sensing method proposed in [4] incorporates a QRS detector for frame division, enabling high 
compression of ECG signals with minimal error. The detection of QRS complexes is also 
essential for ECG delineation algorithms such as [1] or [5]. 
The multi-lead adjustment algorithm for the QRS detector evaluated in this work was proposed 
in [6] to divide the frames for the correlation analysis. As the one-lead QRS detector, the well-
known Pan-Tomkin’s algorithm (PTD) was used [7]. The adjustment algorithm was based on 
the statistical parameters of QRS detection in multiple leads. There are several similar 
approaches to multi-lead QRS detection based on single-lead detection, such as works [8] and 
[9] using multi-lead fusion to repair false detections. In this paper, the adjustment algorithm 
proposed in [6] for correlation analysis is refined to reduce the error rate and evaluated on two 
databases, one containing manually determined QRS complexes by medical professionals. 

2. Proposed multi-lead adjustment algorithm 
The first step of the proposed method is the one-lead QRS detection. Many QRS detectors 
examine the slope of the R wave and its peak to detect the location of the QRS complexes 
without explicitly estimating Q and S points [2], [7]. The PTD algorithm is used for one lead 
detection with the same setting as in [6]. In each record 𝑟 and its lead 𝑙, where 𝑙 𝜖 ሼ1, 2, … 12ሽ, 
several QRS complexes 𝑑, are detected. The number of detections in 𝑑, may vary between 
leads of the same recording. To set a uniform detection number, the mode value of detections 𝑚 for record 𝑟 is computed: 𝑚 = 𝑚𝑜𝑑𝑒ሺ𝐷  ሻ (1) 

where 𝐷 is a set of QRS detection vectors ൛𝑑,ଵ,𝑑,ଶ, …𝑑,ଵଶൟ for record 𝑟. Number 𝑚 sets 
the desired number of detections for each lead of the examined records. The leads that do not 
satisfy 𝑚 are considered signals with redundant or missing detections: 
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𝐷 = ቊ𝑑, ∈ 𝑅் 𝑖𝑓 𝑐𝑎𝑟𝑑൫𝑑,൯ = 𝑚𝑑, ∈ 𝑅ி 𝑜𝑡ℎ𝑒𝑟  (2) 

where 𝑟 is an index of the record, 𝑅் is a set of QRS detections that satisfy 𝑚 and 𝑅ி is a set 
that does not satisfy 𝑚.The second step involves examining the time interval between two 
consecutive detections. Although the number of detections meets the 𝑚 threshold, there may 
still be delayed detections occurring outside the QRS complex. Since the time intervals between 
consecutive heart depolarizations in simultaneous recordings tend to be similar, the uniformity 
of these intervals can be calculated using their average and median values [6]. For this purpose, 
the set 𝑀் is introduced to evaluate time intervals between R-peak detections. First, using the 𝑞-th detection and its next 𝑞 + 1 in the set 𝑅், the average interval between two QRS detections 
is calculated. This average serves as a threshold to determine which values contribute to the 
median computation and which are not considered. If there are more intervals with lengths 
below the average, 𝑀்ሾ𝑞ሿ is computed based on those intervals, and vice versa: 𝑀்ሾ𝑞ሿ = 𝑚𝑒𝑑𝑖𝑎𝑛൫൛𝑡,ଵ, 𝑡,ଶ, … 𝑡,ೝൟ ൯ (3) 

where 𝑡, is the q-th interval 𝑞 ∈ 〈1, 2, …𝑚〉 between two adjacent detections of leads and 𝑙௧ represents the total number of leads considered. Checking the intervals between two 
adjacent detections is the next step of the proposed method. The acceptable interval was derived 
from the average length of QRS complexes from the results of the work [10]. The average 
length of 400 adult patients' QRS complexes was 0.0971 seconds. Based on this value, the 
acceptable intervals were set to 〈𝑀்ሾ𝑞ሿ − 𝑐௦𝑓௦ ;  𝑀்ሾ𝑞ሿ + 𝑐௦𝑓௦〉 seconds, where 𝑐௦ = ሼ0.045, 0.0225 ሽ which represents acceptable samples difference derived from half and fourth 
of the average QRS complex length. If there is one interval in the signal outside the acceptable 
interval, the signal is removed from the set 𝑅். Then it is considered as a false one and is added 
to the set 𝑅ி. The false detections are subjected to QRS timestamps adjustment based on the 
average values 𝜇[𝑞] where 𝑞 ∈ 〈1, 2, …𝑚〉 of set 𝑅் signals marked as accurate. According to 
the 𝜇[𝑞],  a timestamp of detections from set 𝑅ி with a minimal difference 𝑛 and its index 𝑛ூ is chosen:  𝑑,[𝑞] = 𝑛 + 𝜇[𝑞] − 𝜇[𝑛ூ] (4) 

where 𝑑, is a vector for lead 𝑙 with adjusted timestamps of QRS detection. It follows from 
the equation that the new adjusted values are computed based on a single detection from the 
whole signal and the mean timestamp values 𝜇[𝑞] across 𝑞 ∈ 〈1, 2, …𝑚〉. The improved 
detections 𝑑, are merged with the rest of the signals. 

3. Results 
The two databases were used to evaluate the proposed detection of QRS complexes. First, the 
Lobachevsky University cardiography database [11] consists of 200 records of 12-lead EKG 
rhythm with a 10-second length sampled at the rate of 500 Hz and acquired from healthy 
volunteers and patients with cardiovascular diseases. This database also contains data files with 
manually determined ECG wave information. Physikalisch-Technische Bundesanstalt (PTB) 
diagnostic ECG database [12] is the second multi-lead ECG database used for evaluation. This 
database comprises 549 records from 294 patients acquired with high-resolution at a 1000 Hz 
sampling frequency. Each record consists of 12 standard leads and 3 Frank XYZ leads (only 
standard leads were used for experiments). 
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a) b) 

Fig. 1  QRS detection comparison for PTD with and without adjustment: (a) for LUDB signal, (b) for PTB signal. 

The one lead PTD was used, as in work [6]. Since there are two different databases with 
different sampling frequencies, the detector was adjusted to 1 kHz for PTB records and 500 Hz 
for LUDB records. The examples of single-lead adjustments for two different signals are 
depicted in Fig. 1a and Fig. 1b.  

Table 1.  Results of the adjustment algorithm of QRS detections for the LUDB and PTB databases.  
Database Number 

of signals 
Sampling 
freq.[Hz] 

Diff. 𝑐௦ 
[s] 

Missing 
QRS det. 

False 
QRS det. 

Not in 
Interval 

Only 𝑀் 

LUDB 200 ൈ 12 500  0.045 54 107 397 1  
500  0.0225 54 107 753 1 

PTB 549 ൈ12 1000 0.045 165 303 1623 11 
1000 0.0225 165 303 2557 18 

The results of the adjustment process across the full length of signals for both databases are 
presented in Table 1. The ‘Missing QRS detections’ column represents signals where the PTD 
method failed to detect some of the actual QRS complexes. Column ‘False QRS detections’ 
refers to cases where the PTD method identifies more QRS complexes than are present in the 
signal. A column ‘Only 𝑴𝑻’ column represents the number of 12-lead recordings where no 
suitable signals, fitting the median values, were found, so detections are based solely on the 𝑴𝑻 
values. As expected, a lower acceptable difference interval results in the number of false 
detections rising, and more detections need to be adjusted.  

Table 2.  Error Rate evaluation of the proposed algorithm based on manually annotated QRS-peak complexes  
Database Total number 

of QRSs 
Diff. 𝑐௦ [𝑠] Acc. delay 𝑐௧௦௧[𝑠] Beats out of 

acc. diff. 
Error rate for 
QRS det. [%] 

LUDB 21924 
(1827 ൈ 12) 

0.0225 0.045 141 0.64  
0.0225 426 1.94 

0.045 0.045 135 0.62 
0.0225 411 1.87 

As was mentioned, the LUDB consists of datasets with timestamps for P wave, QRS complex, 
and T-wave boundaries manually annotated by cardiologists. Those annotated QRS peaks were 
used to evaluate the error rate of the proposed algorithm for detection improvement. The results 
for the two acceptable samples' difference 𝑐௦ are summarized in Table 2. The error rate was 
evaluated for two acceptable delays 𝑐௧௦௧ between manual determination and proposed detection. 
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4. Conclusion 

This paper presents a refined multi-lead adjustment algorithm for ECG signal processing based 
on single-lead QRS detections using PTD. The proposed method incorporates statistical 
parameters to improve the detection accuracy of single-lead detectors. The performance was 
evaluated on two databases with a total number of 749 records of 12-lead EKG signals. The 
records were adjusted based on two acceptable differences from the median values: half and 
fourth of the mean length of the QRS complex, to be sure that the detection timestamp will lie 
within the QRS complex. The results show that more interval adjustments were made for 
narrower acceptable intervals of ± 0.0225 s. The comparison for LUDB with the control QRS 
values shows a lower error ratio for wider intervals (± 0.045 s). The accuracy under the stated 
condition was within the range of 98.06% - 99.38%, which can be suitable for signal processing 
applications such as dictionary learning or compression. 
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Abstract. Magnetic properties of haemoglobin in different concentrations were studied, and 
from these measurements, the dependence of the saturation magnetisation on the haemoglobin 
concentration was obtained. This enabled the determination of the content of haemoglobin in 
the blood of laboratory animals (BHR male rats) based on magnetization measurements using 
a SQUID magnetometer. 
Keywords: SQUID Magnetometry, Endogenous Iron, Haemoglobin 

1. Introduction 
Iron is one of the most important elements found in living organisms; it participates in many 
metabolic processes. As a part of haemoglobin (Hb), it participates in the transport of oxygen 
and carbon dioxide through the blood. Determining the amount of iron in the blood and organs 
is essential for monitoring its metabolism. This could be done using colorimetric, 
spectrophotometric, and histochemical methods or by atomic absorption spectrometry [1]. 
However, these methods do not allow for the distinction between its individual endogenous 
forms that coexist in the body. From a magnetometric perspective, we encounter three different 
magnetic contributions in the body: 1. haemoglobin, myoglobin, hemin or hematin exhibit 
paramagnetism, which originates from the single ion magnetism of Fe2+ or Fe3+ incorporated in 
their molecules; 2. Ferritin, as the iron storage protein, contains Fe atoms mineralised in the 
form of oxyhydroxide nanoparticles, whose behaviour is superparamagnetic [2]; 3. organic 
tissue matrix (lipids, proteins, sugars, DNA, etc.) exhibits diamagnetism. Considering this, 
SQUID magnetometry is an accurate tool for the detection and quantification of different 
endogenous iron forms with high sensitivity [3]. This work focuses on the magnetic properties 
of haemoglobin, their relationship to its concentration, and also shows a simple procedure for 
determining its quantity in blood samples of laboratory animals. 

2. Subject and Methods 
Animals 
In this study, a group of 7 male borderline hypertensive rats (BHR) at the age of 15-16 weeks 
were used. Rats were born in the certified animal facility of the Institute of Normal and 
Pathological Physiology, Centre of Experimental Medicine, Slovak Academy of Sciences. Rats 
were fed with pelleted chow Altromin 1324 (Altromin Spezialfutter, Lage, Germany). The 
pellet food and water were available ad libitum. Rats were housed under standard conditions at 
22–24 °C, 45–65% humidity, and with a 12 h light/dark cycle. Rats were exposed to isoflurane 
anaesthesia (3.5 %), and blood was collected from the right heart ventricle under anaesthesia. 
Then the rats were immediately decapitated. Blood samples were immediately frozen in liquid 
nitrogen and kept at - 80 °C until magnetometric measurements were performed. All of the 
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procedures used were approved by the State Veterinary and Food Administration of the Slovak 
Republic in accordance with the European Union Directive 2010/63/EU. 
Sample preparation  
Samples of blood (b1 – b7) were defrosted and shortly stirred in ultrasonic bath. 33 µl of blood 
was pipetted on a pre-weighted 18 cm long and 6 mm wide strip of standard office paper 
(80 g/m2), which was bent over the long side to the shape of V, which prevented the sample in 
the form of a drop from spreading to the sides of the paper. Then the samples were dried in air 
for 24 h at room temperature. After drying the actual dry weight of the sample was obtained. 
The strip of paper is diamagnetic and long enough to have a negligible output signal to the 
sample's magnetic moment. To gain information about the magnetic properties of different 
amounts of Hb in a sample, a concentration model was prepared. This model is represented as 
a set of solutions (1 – 6) of Hb (H7379, lyophilised powder, Merck, Slovakia) with deionised 
water. Each solution was pipetted (33 µl) to a small piece of cotton fitted to 18 cm long copper 
wire and was then dried for 24 h at room temperature, dry weight of these model Hb samples 
is in Table 1.  
SQUID magnetometry 
Magnetic properties of prepared samples were measured by the Quantum Design MPMS XL-7 
AC SQUID magnetometer. The DC magnetisation M(H) was measured at 2 and 300 K up to 7 
T field. The data were normalized to the dry weight of the samples.  

3. Results 
Figure 1a and 1b show M(H) curves for Hb concentration model samples measured at 300 K 
and 2 K respectively. At 300 K the dependences are linear with negative magnetic 
susceptibility, showing the diamagnetic behaviour. The diamagnetic contribution of the sample 
matrix was determined for each curve. Fig 1b shows the low-temperature M(H) dependences 
after subtracting the diamagnetic contributions. The curves showed weak ferromagnetic 
behaviour, which came to the foreground with decreased temperature and changed for each of 
the samples. Three main parameters were determined from the measured M(H) dependences – 
the saturation magnetisation (MS), remanent magnetisation (MR) and coercivity (HC), and are 
presented in Table 1. As can be seen from the table, the values of MR and HC behave 
unpredictably with increasing haemoglobin content; only the value of MS shows an increasing 
trend. Therefore, the MS was chosen as the parameter that best describes the change in 
magnetism of the samples [3,4]. A concentration dependence (Figure 1c) was made as a linear 
regression of MS values and the dry mass of Hb contained in the samples. 
Table 1. Dry weight of Hb, saturation magnetisation MS, remanent magnetisation MR and coercivity HC 

measured at 2 K of Hb samples. 

Hb sample Hb weight [mg] MS [10-3Am2/kg] MR [10-6Am2/kg] HC [103A/m] 

1 0.39 49.3 175 5.29 

2 0.83 96.7 133 2.11 

3 1.27 107.5 209 3.04 

4 1.64 133.9 200 2.22 

5 1.98 150.5 75 0.67 

6 2.13 182.9 136 1.26 
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The blood samples obtained from BHR were measured similarly. Figure 1d shows measured 
M(H) dependences at the temperature of 2 K after subtraction of diamagnetic contributions, 
which were determined from curves measured at 300 K (not presented). M(H) dependences 
show clearly very similar weak-ferromagnetic behavior to the Hb samples.  

 

 
Fig. 1. A) M(H) curves measured at 300 K for the Hb concentration models; B) 2 K M(H) dependences after 

subtraction of the diamagnetic contributions; C) concentration dependence for Hb models (correlation 
coefficient r=0.981); D) M(H) curves measured at 2 K in the blood of BHR. 

Table 2. Hb content (dry weight), saturation magnetisation MS, remanent magnetisation MR, and coercivity 
HC measured at 2 K in the blood of BHR. 

Solution Hb weight [mg] MS [10-3Am2/kg] MR [10-6Am2/kg] HC [103A/m] 

b2 1.99 167.3 316 3.35 

b3 2.04 171.7 321 2.82 

b1 2.11 177.9 280 2.58 

b6 2.23 188.2 190 1.67 

b7 2.41 203.1 279 2.33 

b4 2.51 211.6 292 2.08 

b5 3.17 266.4 511 3.07 
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All parameters (MS, MR, HC) were also determined and are summarised in Table 2. Using the 
previously determined concentration dependence, the corresponding Hb content in the blood 
samples was determined from the obtained MS values. 

4. Discussion 
The present work deals with the determination of the amount of endogenous iron in the form of 
haemoglobin in the rat blood. Of course, such a measurement can be performed using other 
standardised analytical methods, but our method allows the differentiation of different 
endogenous forms of iron. For example, distinguishing between iron in the form of 
haemoglobin and ferritin in the liver tissue is interesting for monitoring of iron metabolism. To 
increase the accuracy of the method, it will be necessary to measure several samples for one 
concentration of Hb and in a larger range, because the current concentration model does not 
reach the Hb level as measured for blood samples. It will also be necessary to modify the 
preparation of the concentration model, since the use of cotton wool turns out to be a 
complication with regard to its unforeseen magnetic properties - a weak temperature-dependent 
ferromagnetism.  
In conclusion, the Hb content in the blood samples has a defined effect on MS, and it is therefore 
possible to determine it using this parameter. The presented method is functional and 
sufficiently sensitive for the given task. Further work is needed to improve the range and 
accuracy of the method. 
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Abstract. Two approaches to uncertainty evaluation of indirect correlated measurements are 
considered: the approach described in the GUM and the approach based on the reduction 
method. The main expressions for evaluation of the numerical value of the measurand, its 
standard and expanded uncertainty are given. The advantages of the reduction method are 
shown. An example of uncertainty evaluation of electrical resistance measuring using the 
ammeter-voltmeter method is considered. 
Keywords: Indirect Measurements, Measurement Uncertainty, Correlation, Reduction Method  

1. Introduction 
Correlated indirect measurements are often encountered in metrological practice [1-3]. The cause 
of the correlation may be the simultaneous measurements of several input quantities in a 
measurement model, the variability of which is affected by a common factor; the use of the same 
measuring instrument with a significant systematic error when measuring several input quantities 
in a measurement model; an implicit relationship between several input quantities, etc. 
Processing of indirect correlated measurements according to the GUM approach [2] requires 
preliminary linearization of the measurement model, calculation of the correlation coefficient between 
dependent input quantities, and subsequent consideration of its value at calculating the combined and 
expanded uncertainties of the measurand. This complicates the measurement processing and makes 
its result inaccurate, since expansion in a first-order Taylor series causes a bias in the estimate of the 
measurand and its uncertainty with a nonlinear measurement model [4,5]. In addition, expanded 
uncertainty evaluation is difficult because the Welch–Satterthwaite equation given in the GUM does 
not take correlation into account when calculating the effective degrees of freedom. 
An alternative to the GUM procedure for processing indirect correlated measurements is the 
reduction method [1], which, using all the information obtained during the measurement, allows 
one to obtain an unbiased estimate of the numerical value and uncertainty of the measurand, 
eliminates the correlation coefficient when calculating the uncertainty of the measurement, 
gives an accurate estimate of degrees of freedom and allows one to accurately calculate the 
expanded uncertainty. 
However, the reduction method is not generally accepted in regulatory documents on 
measurement uncertainty [2], therefore, the corresponding procedures based on it have not been 
developed in metrological practice. 
The purpose of the manuscript is a comparative analysis of both approaches to uncertainty 
evaluation of indirect correlated measurements. 

2. Basic Regulations 
Table 1 presents the main relationships for implementing the GUM approach and the reduction 
method for processing indirect measurements in the presence of an observed correlation 
between the measurement results of two input quantities. 
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Table 1. Basic expressions of two approaches to processing indirect measurements with observed correlation  

GUM approach Reduction method 
Mathematical model of the measurement 

1 2( , ,..., )NY f X X X=                                                           (1) 
Estimates of input quantities 

1 2, ,..., Nx x x  
Standard uncertainties of input quantities 

( )A iu x , ( )B iu x , 1,2,...,i N=  
2 2( ) ( ) ( )i A i B iu x u x u x= +                                                        (2) 
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Effective degrees of freedom 
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Expanded uncertainty  
;( ) ( )

effpU y t u yν=                                                          (14) 

Result of the measurement 
( ), 0,95Y y U y p= ± =                                                      (15) 

 

The measurement model (1) is real, explicit, one-dimensional, linear or linearizable. In it, Y  
is the measurand; 1 2, ,..., NX X X  are the input quantities. Among the input quantities, there are 

quantities ,l mX X  whose results of n-fold measurements 1 2, ,...,l l lnx x x , 1 2, ,...,m m mnx x x  are 
dependent, which leads to the occurrence of a correlation between them. 

Estimates of input quantities iX  are obtained by single measurements, multiple measurements 
with number of observations ni, or taken from external sources. 
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Each estimate of the input quantity ix  ( 1,2,...,i N= ) is assigned standard uncertainties of type 
A with the degrees of freedom 1A i inν = −  and type B with the degrees of freedom B iν , which, 

according to the variance sum law, are united into a combined standard uncertainty ( )iu x  (2) 
with the number of degrees of freedom iν  (3).  

All standard uncertainties of input quantities ( )iu y  form proportional contributions to the 
uncertainty of the measurand in accordance with expressions (4), in which ic  are sensitivity 
coefficient calculated as partial derivatives of the measurand with respect to the corresponding 
input quantity. 

3. GUM Approach 

Having estimates of the input quantities 1 2, ,..., Nx x x , we can substitute them into the 
measurement model (1) to obtain an estimate of the measurand y (5).  
Having the contributions of the uncertainty of the input quantities to the uncertainty of the 
measurand ( )iu y  (4), we can, taking into account the observed correlation coefficient lmr  (7), 
estimate the standard uncertainty of the measurand ( )u y  (6) and calculate the effective degrees 
of freedom effν  using formula (8), obtained by the authors in [6]. 

4. Reduction Method 
The numerical value of the measurand y is found by the reduction method as the arithmetic 
mean y  (9) of the numerical values of measurand repeated observations 

1 2( , ,..., , ,..., )q lq mq Nqy f x x x x x= , 1,2,...,q n= (10). 

The standard uncertainty of the measurand ( )u y  is found by formula (11) in which ( )ru y  is its 
standard uncertainty of repeatability (12), estimated as the standard deviation of the arithmetic 
mean y . 

The standard uncertainty of repeatability is assigned the degrees of freedom ( 1)r nν = − , taking 
into account which the effective degrees of freedom effν  is estimated by formula (13). 

5. Measurement Result 

Formula (14) allows us to estimate the expanded uncertainty ( )U y  as the product of the 
standard uncertainty of the measurand ( )u y  and the t-factor ; effpt ν  for a given level of confidence 
p and the effective degrees of freedom effν . Taking this into account, the measurement result 
for p approximately equal to 0.95 will be written in the form (15). 

6. Example: Uncertainty Evaluation of Electrical Resistance Measuring Using the 
Ammeter-Voltmeter Method 
The practice for uncertainty evaluation of electrical resistance measuring by simultaneously 
measuring electric voltage and current five times using the GUM procedure and the reduction 
method is considered (Table 2). The correlation coefficient between the results of repeated 
observations was 0.77. The results of the measurements uncertainty evaluation obtained by both 
methods are presented in Table 2. 
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Table 2     Results obtained using the GUM procedure and the reduction method 

Method Measurand  
Value, Ohm 

Measurand standard 
uncertainty, Ohm 

Effective degrees of 
freedom 

Coverage  
factor 

Expanded 
uncertainty, Ohm 

GUM 0,970 0,0214 2,6 3,63 0,078 
GUM [6] 0,970 0,0214 13 2,21 0,047 
Reduction 0,972 0,0215 13 2,21 0,048 

7. Conclusions 
1. The Welch-Satterthwaite equation given in the GUM does not take into account the 
correlation when calculating the effective degrees of freedom, which leads to incorrect 
estimates of the expanded uncertainty of indirect correlated measurements. 
2. For the correct calculation of the effective degrees of freedom, a modified expression for the 
Welch-Satterthwaite formula (8) is proposed. 
3. An alternative to the GUM procedure for processing indirect correlated measurements is the 
reduction method, which, using all the information obtained during the measurement, allows 
one to obtain an unbiased estimate of the numerical value and uncertainty of the measurand, 
eliminates the correlation coefficient at measurement uncertainty calculating, provides an 
accurate estimate of the degrees of freedom and allows one to correctly calculate the expanded 
uncertainty. 
4. The considered example showed that the results obtained by the modified GUM method and 
reduction method are close to each other, however, processing the measurement results by the 
reduction method made it possible to take into account the bias in the numerical value of the 
measurand and its standard and expanded uncertainty. 
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Abstract. This study focuses on a numerical algorithm for noise reduction in discretely sam-
pled observables from deterministic dynamical systems. The method utilises forecasting within
the space formed by time-delay reconstruction, effectively leveraging the system’s inherent dy-
namics to distinguish signal from noise. A key challenge is the optimal selection of denoising
parameters without access to clean data. To address this, we propose a selection strategy that
utilises the sample entropy of the filtered signal, reflecting the expectation of reduced random-
ness and increased determinism in the denoised data. The effectiveness of this approach is tested
on complex chaotic observables contaminated with Gaussian white noise.

Keywords: Predictive Noise Reduction, Parameter Optimization, Sample Entropy

1. Introduction
In the early 1980s, Packard, Takens, et al. [1], [2] introduced the idea that a single observable
x(t) from a dynamical system could provide a faithful multidimensional state-space representa-
tion of the whole dynamics via time-delay embedding

[x(t),x(t − τ),x(t −2τ), . . . ,x(t − (m−1)τ)],
where m is the embedding dimension and τ is the time lag between consecutive components.

Under the assumption of a noise-free measurement of unlimited length, the reconstructed
and original trajectories are diffeomorphic for almost any choice of τ and for a dimension m
greater than twice the box-counting dimension of the original attractor [3]. As a result, they
share essential dynamical properties, allowing valuable insights into the original system to be
extracted from the reconstructed state portrait. Given these benefits, the simple time-delay re-
construction is now routinely used as a starting point for nonlinear analysis methods, such as
attractor complexity estimation and, crucially for our study, system prediction [4].

In the following section, we explain how predictions made in reconstructed spaces can help
reduce noise in data. This method builds upon and refines the idea put forth by Farmer and
Sidorowich in the 1980s [5]. Next, we propose a strategy that leverages sample entropy for
parameter selection in the predictive filtering method. Finally, we present the results from the
test data and conclude with a discussion of the findings.

2. Subject and Methods
Data
In order to challenge the noise-reduction method to its limits, we used several demanding
chaotic processes as our test data. In this work, we adopt the Rössler system as a case study:

ẋ =−1.015y− z,
ẏ = 1.015x+0.15y,
ż = 0.2+ z(x−10),

with the coordinates of the initial point randomly selected from the interval (0, 1). The x-variable
was used as a test observable. Gaussian noise with a zero mean and variance proportional to the
variance of the clean data (10%, 25%, and 50%) was then added to the observable.
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Predictive noise reduction method
We consider a fairly common real-world scenario in which a single recorded time series, x,
serves as a representative manifestation of an underlying deterministic dynamical system, X .
When faced with such a case, one effective noise-reduction approach is utilising the fact that
there are predictable deterministic patterns in data, which can help distinguish deterministic
behaviour from random noise. The actual prediction process involves locating earlier situations
that closely match the current state (historical neighbours) and extrapolating future outcomes
based on their immediate consequences. The idea of forecasting based on analogous past situa-
tions can be traced back to Lorenz’s pioneering work in 1969 [6].

The next step—using predictions to suppress noise—is not a new idea either. As early as
1988, Farmer and Sidorovich suggested that the ability to forecast enables transporting different
points to the same point in time and merging them for noise reduction purposes [5]. To examine
this idea, we implemented an algorithm that integrates both forward and backward predictions to
reduce noise [7]. By including backward predictions, offline filtering can leverage information
not only from earlier but also from later observations to adjust time series points.

The algorithm proceeds as follows:
• The time series x is embedded in a state space using delayed coordinates.

• To reduce noise at x(t), we assume x(t −1) is the last known value, identify its historical
neighbours, generate one-step predictions, and replace x(t) with their average. This lo-
cal prediction approach, using nearest neighbours and zero-order approximations, is the
simplest and widely preferred choice [8]. One-step predictions can be followed by using
neighbours of x(t − 2) for two-step predictions and analogously for longer forecasting
horizons.

• The same procedure is applied to the time-reversed series, producing one-step and multi-
step backward predictions.

• Each x(t) value is ultimately replaced by the average of all corresponding forward and/or
backward predictions. This adjustment is applied iteratively to the entire time series until
the noise level no longer decreases.

By focusing on short-term predictions, the method remains effective even in chaotic processes,
where long-term forecasting is typically unreliable, yet short-term forecasts are still feasible.

Mean Absolute Error
This study focuses on optimising denoising parameters for effective noise removal. Obviously,
in real-world applications, parameter tuning must be performed without access to clean data.
However, while developing optimization strategies, we validated our approach using noisy
datasets with available clean counterparts. To evaluate the differences between clean, noisy,
and filtered observables, we used a traditional mean absolute error (MAE):

Enc =
1
n

n

∑
i=1

|xnoisyi − xcleani|, E f c =
1
n

n

∑
i=1

|x̂i − xcleani|,
where

• n is the number of data points,
• xnoisyi is the noisy value for the i-th data point,
• xcleani is the noise-free value for the i-th data point,
• x̂i is the filtered value for the i-th data point.

Enc is the MAE between the noisy and the clean data, and E f c is the MAE between the
filtered and clean data.
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Parameter selection for the predictive noise reduction based on sample entropy
The predictive noise reduction method outlined above requires five parameters to be set:

• embedding dimension m,
• time delay τ ,
• number of prediction steps (prediction horizon),
• number of nearest neighbours,
• number of iterations.

We also need to determine whether noise suppression should rely solely on forward predictions,
solely on backward predictions, or a combination of both.

Optimising parameters often involves scanning the parameter space while tracking an in-
variant reflecting the method’s purpose. Here, we use the data’s measure of determinism as the
invariant evaluated by a simple entropic measure called sample entropy (SE). Specifically, we
use SE (m = 3) , which measures time series complexity by estimating the probability that close
patterns of three consecutive points remain close when extended by one more point [9]. We used
the closeness threshold of 20% of the signal’s variance (while this is not a standard choice, it
proved effective in our context.). We compute SE for signals filtered using various parameters
to find the setting that minimises SE. Lower SE values indicate more regular, deterministic
behaviour, expected after noise reduction.
3. Results and Discussion
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Fig. 1: Predictive filtering of 3000 points of noisy x-variable of the Rössler system. Reconstruction plots
before and after noise reduction, along with power spectral densities. On the right: optimal parameters
and below them those suggested by SE, followed by the MAE of noisy and denoised data.

The results are presented in Fig. 1 and Fig. 2. We found that when the error E f c (between
the filtered and clean data) is minimised for the optimum parameter settings, the sample entropy
of the denoised signal also reaches or approaches its minimum under the same settings, as
demonstrated in Fig. 2. This alignment indicates SE’s ability to identify near-optimal filtering
parameters without any knowledge of the clean data, highlighting its potential and practical
applicability as a method that, with extensive testing, could become a reliable solution.

The (near)-optimal parameters presented in Fig. 1 follow well-established principles in re-
constructed state-space analysis. For example, when dealing with sparsely sampled observables
or iterative maps, a delay time of 1 is typically the best choice. Larger delays are useful only in
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Fig. 2: E f c vs. SE after noise reduction of 3000 points of the Rössler observable with noise levels of
10%,25%, and 50%. Each point corresponds to a unique setting of denoising parameters. Results are
shown for one algorithm iteration for 10% noise, and two iterations for 25% and 50% added noise, using
both forward and backward predictions, with τ = {1,3,5}.

oversampled data—such as in our Rössler system test case—where they can capture a substan-
tial fraction of the trajectory without the need to work in prohibitively high-dimensional spaces.
Regarding the embedding dimension, it should exceed the system’s intrinsic dimensionality,
with substantial over-embedding proving beneficial in cases of high noise and dense sampling.

We demonstrated that selecting the parameters for the predictive noise reduction algorithm
is very well manageable, even when no prior information about the underlying dynamics is
available beyond the noisy data themselves.

The MATLAB implementation of the predictive filter with automatic parameter selection
will be publicly available at MathWorks File Exchange.
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Abstract. This paper deals with the comparison of low-frequency noise of high-ohm metal-oxide 
resistors and resistors made by thick-layer technology. For measuring very small currents in 
the order of 10-10 A to 10-15 A, a feedback ammeter is very often used, where high-ohm resistors 
must be connected to the feedback of a precision operational amplifier. Feedback resistors can 
reach resistance of several hundred GΩ. As the resistance increases, the level of Johnson´s 
thermal noise also increases. Most high-ohm resistors are manufactured by thick-layer 
technology that generates also low-frequency flicker noise with a frequency dependence of 1/f. 
Resistors based on metal-oxide technology should not generate low-frequency flicker noise, but 
their price is several times higher than the price of resistors made using thick-layer technology.  
 
Keywords: Metal-Oxide Resistors, High-Ohm Resistors, Flicker Noise, Thermal Noise 

1. Introduction 
When measuring DC currents in the order of 10-10 A to 10-15 A, it is very important to achieve 
the lowest possible level of low-frequency noise. In electronic circuits, two types of noise are 
generated, which are distinguished by their frequency dependence. White noise is characterized 
by a uniform distribution of frequency components in the spectrum. The second type of noise 
is colored noise, which is characterized by a non-uniform spectral distribution. 
The most important of the white noises for us is Johnson's thermal noise. It occurs in conductors 
and semiconductors and is generated by both active and passive components. It is generated by 
the movement of electrons at temperatures above 0 K. Its spectral power level can be considered 
constant up to a frequency of 100 THz, at higher frequencies other types of noise start to appear 
and the spectral power density takes an increasing trend. The approximate effective value of 
the noise voltage on a resistor due to Johnson´s thermal noise is given by [1]:  

                              𝑈𝑈𝑁𝑁_𝑇𝑇 = �4 ∙ 𝑘𝑘𝐵𝐵 ∙ 𝑇𝑇 ∙ 𝑅𝑅 ∙ 𝐵𝐵𝑁𝑁         [V; JK−1, K ,Ω, Hz],                                          (1) 

where kB is the Boltzmann constant (kB = 1.380⸳10-23 J⸳K-1), T is the absolute temperature of 
the resistor in Kelvin, R is the resistance of the resistor and BN is the considered noise 
bandwidth. The Eq. 1 shows that the square of the noise voltage increases with the resistance 
of the resistor. 
Another type of noise that needs to be considered when measuring very small DC currents is 
1/f flicker noise. Resistors made using thick-layer technology generate flicker noise at a level 
significantly higher than resistors made using thin-layer technology. The spectral density of the 
flicker noise voltage can be expressed as a function of the voltage drop across the resistor [2]. 
As the voltage drop increases, the spectral density of the flicker noise voltage also increases. 
In paper [3], authors describe that flicker noise is generated in semiconductors due to defects 
in the crystal lattice at the interface Si-SiO2. Charge carriers alternate between two states only 
if the energies of the two states are equal. In the first state, the carriers are caught in a trap 
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(defect) and do not contribute to current flow. In the second state, they are free and contribute 
to current flow. In the steady state, when the voltage between gate and source is constant, the 
trap occupancy function is a function of the trap energy and the Fermi level of the traps. Traps 
whose energy is nearly equal to the Fermi level of free carriers in silicon are responsible for the 
noise. 

In paper [4] it is experimentally tested whether flicker noise is generated more on the surface 
of semiconductor materials or inside. In multilayer graphene structures, for the number of 
atomic layers n ≤ 7, the 1/f noise is generated predominantly on the surface. With a larger 
number of atomic layers, noise generation inside the graphene structure prevails. 

2. Measurement Setup 
Resistor flicker noise can be measured using two identical resistors according to the circuit 
diagram in Fig. 1 from Thesis [5]. The principle of the circuit is two symmetrical voltage 
sources, which must supply exactly the same voltage level to the circuit. The two voltage 
sources were replaced by one voltage source and two OPA211 low-noise operational amplifiers, 
one for each channel. One amplifier in inverting configuration and the other in non-inverting 
configuration. Their gain must be equal to one. Resistors RF and capacitors CF represent a low-
pass filter. Resistors RD are two identical measured resistors on which can be any voltage drop, 
because at their common node the voltage against ground will always correspond only to their 
noise voltage and the background noise of the measuring system. The limitation is due to the 
thermal noise of the resistors and the input noise voltage of the operational amplifiers used. 

 

Fig. 1  Circuit diagram for measuring resistor flicker noise with two identical resistors and two channels of     
spectrum analyzer [5] 

The circuit uses the properties of the uncorrelated noise of the measured resistors and the 
background noise of the measurement system according to paper [6]. This approach uses two 
low-noise operational amplifiers with a gain of 40 dB connected after the measured resistors. 
Operational amplifiers with very low input noise current LMC6001A were used. Subsequently, 
a discrete Fourier transform is performed in both channels of the spectrum analyzer and 
mathematical operations are used to obtain the correlation of the spectra of the signals at the 
output of both operational amplifiers. The noise generated in the circuit by the operational 
amplifiers is largely eliminated in this way because it is uncorrelated, unlike the noise of the 
measured resistors. The outputs UA and UB are connected to the inputs of the spectrum analyzer. 

3. Measured Results 
According to the diagram in Fig. 1, measurements were made with two identical resistors. 
Metal-oxide resistors of 1 GΩ were measured, as well as resistors made with thick-layer 
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technology of the Slim-Mox series for comparison. The resistance accuracy of all resistors  
was ±1 %. The resistors are placed on Teflon spacers and the connections are made in air to 
limit the influence of leakage currents. In addition, the sensitive part is enclosed in a small 
shielding box, which is shielded by means of a buffer [1], [5]. Voltage applied to the resistors 
was 4.9 V in both cases. The power supply was from batteries. A photography of the measuring 
equipment in the shielding box is shown in Fig. 2. 

 

Fig. 2   Photography of the measuring equipment in the shielding box 

Fig. 3 shows the spectral density dependence of the noise voltage for both metal-oxide resistors 
and resistors made by thick-layer technology. The spectral density of the noise voltage was 
measured in two frequency bands for both resistors. The lower frequency band was from  
0.3 Hz to 20 Hz and the higher frequency band was from 10 Hz to 100 Hz. In both frequency 
bands, averaging from 100 measurements was performed. For a thick-layer resistors, a high 
increase in spectral density at low frequencies due to 1/f flicker noise is visible. The noise of 
the metal-oxide resistors can be considered constant over both measured bands. At the lowest 
measured frequency of 0.3 Hz, the noise of the thick-layer resistors is twice as high as the noise 
of the metal-oxide resistors, even though they are very high quality thick-layer resistors. In the 
figure, the theoretical level of Johnson´s thermal white noise for a 1 GΩ resistor is also plotted, 
which is calculated using the Eq. 1.  

 

Fig. 3    Measured noise spectral density of the resistors 

The resistance dependence on the applied voltage was also measured for both resistors. The 
measurements were performed using a 6517A electrometer from Keithley Instruments. Using 
a built-in high voltage source, the applied voltage was adjusted and the current through the 
resistors was measured. The resistance dependence was then calculated from the measured 
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current (Fig. 4). It can be observed from the figure that the metal-oxide resistor is more accurate 
and also more stable in terms of the applied voltage. 

Fig. 4    Resistance dependence on the applied voltage for 1 GΩ metal-oxide resistor and 1 GΩ thick-layer resistor 

4. Conclusions 
A new equipment was designed to measure the noise spectral density of high-ohm resistors. 
This equipment measures the noise spectral density using only two identical resistors. Only one 
voltage source is needed because a precise symmetrical source is created using low-noise 
operational amplifiers. Using the two outputs of the equipment, correlation of the spectra of the 
output signals can be performed. Noise caused by the operational amplifiers is thus largely 
suppressed. The measuring equipment therefore achieves very accurate measurement results. 
For the measured high-ohm metal-oxide resistor, the theory was confirmed that it does not 
generate low-frequency 1/f noise and its noise spectral density over the entire measured range 
corresponds to the calculated value of Johnson's thermal noise. The measured resistance 
dependence on applied voltage shows that the metal-oxide resistors are very precise. 
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Abstract: The paper deals with the possibility of creating an application tool to make the digital 
calibration certificate, especially in terms of converting human-readable text to machine-
readable format and securing it. It initially defines a tool that generates a digital calibration 
certificate. It describes the main structure of the digital calibration certificate and the 
procedure for creating a digital calibration certificate. It also presents the authors' analysis 
concerning individual aspects of digitalization in terms of additional information used to 
improve digital certificates. 
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1. Introduction – What Is a Calibration Certificate 
a. A calibration certificate is an official document verifying a measuring system’s 

accuracy. As instruments change over time, regular calibration ensures precision. The 
certificate records calibration results, confirming the system’s reliability and 
performance. [2] 

b. A calibration certificate includes key details such as customer and provider info, device 
identification, the calibration method, measurement data, and uncertainty analysis. It is 
usually signed by certified personnel and shows traceability to national or international 
standards. These certificates ensure measurement accuracy and compliance, and are 
widely used in industries like manufacturing, healthcare, and research. 
The international standard ISO/IEC 17025:2017 establishes rules and principles for how 
testing and calibration laboratories should conduct their business, including matters 
related to certificates and reporting. ISO/IEC 17025 does point out the need for 
calibration certificates and reports to meet specific criteria regardless of their format. 
[1] 
Whether using paper or digital certificates, laboratories must ensure both meet required 
standards and any additional regulations from accrediting bodies or industry guidelines. 
Acceptance of digital certificates can also depend on the specific sector or regulatory 
environment. 

c. Digitizing calibration certificates improves efficiency, accuracy, and accessibility. It 
reduces errors, enables secure storage, quick retrieval, remote access, system 
integration, and supports data analysis - saving time and costs.  
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Table 1. SWOT analysis – what does a digital calibration certificate bring better to the table compared to 
a classic certificate using the application [4] 

Strengths   Weaknesses  

- Increased work efficiency thanks to the 
elimination of manual administrative activity 

- Reduced data error rate thanks to automated 
systems 

- Effective securing of certificates and easier 
follow-up to other standards 

- Possibility to modify information 
- Possibility of simple search in archived data 

thanks to machine reading 
- Mutual compatibility of the information 

presented in the mandatory parts of the 
certificate 

 - Initial investment costs for both hardware and 
software 

- Necessary training of personnel to work with 
digital tools 

- Possibility of data loss due to incorrect handling 
(archiving) 

- Necessary adoption of additional measures to 
prevent unauthorized handling 

Opportunities   Threats  

- Support of progressive trends - Industry 4.0, 
Internet of Things (IoT) 

- The possibility of direct and indirect application 
of calibration results to meter corrections or 
calculation of measurement uncertainty 

- The possibility of simulating the operation of 
the meter in a digital copy of the measuring 
process 

- Simplified possibility of inspection of 
mandatorily calibrated gauges by inspection 
bodies 

 - Security risks associated with unauthorized 
handling of data (its authenticity, integrity and 
confidentiality) 

- The need to strictly adhere to the prescribed 
format of mandatory data 

- Incorrect implementation of data from the 
customer's digital certificate 

2. Why to Use Python Application for DCC 
A Python-based application for generating digital calibration certificates modernizes the 
traditional, paper-based process. It creates electronic certificates for various measuring 
instruments, making calibration records more efficient, secure, and accessible. 
With encryption and access controls, digital certificates prevent unauthorized changes. They 
also allow instant access to data, reducing downtime and improving productivity. 
Automation and structured data management streamline the calibration process, saving time 
and resources. Records are digitally stored, organized, and easy to retrieve. 
This application marks a significant step forward in metrology and quality assurance, enhancing 
accuracy, efficiency, and data integrity. 
A software application designed to create calibration certificates is a solution that simplifies the 
process of documenting calibrations.  
Here's an overview of what such an application might include: 

- User Interface,    - Export Formats,  
- Data Input,    - Reporting and Analytics, 
- Data Storage,    - Security Measures,  
- Digital Signatures,   - Integration,  
- Certificate Generation,   - Compliance and Standards.  
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Creating such an application requires knowledge of software development, cryptography, user 
experience design, and system integration. Python is a popular choice due to its universality 
and ease of use. Features will vary depending on the user’s or organization’s specific needs. 

3. The DCC in Principle 
The digital calibration certificate (widely assigned as DCC) serves as a counterpart, to a 
calibration certificate. It enables the automated generation, insertion, and processing of 
calibration results in a format. The simplest way to digitize this certificate is by saving a paper 
version as a document (like PDF) or an image file (such, as JPG) without making any 
modifications. This approach is particularly convenient when certificates are initially created 
digitally and then printed out. It can be applied extensively in different scenarios for the 
electronic storage, archiving, and sharing of certificates. 
The structure of the digital calibration certificate must contain necessary information about the 
calibration process and the results obtained for a specific measuring instrument or device.  
However, the format may differ based on the organization and measuring region. In general, 
depending on the viewpoint, the content of a calibration certificate can be classified in 
numerous ways. We split the contents of a digital calibration certificate into four categories for 
the purposes of this document [3]: 

1. Administrative information (regulated area), 
2. Calibration results (regulated area), 
3. Comments (unregulated area), 
4. Additional information (unregulated area) 

A well-structured digital calibration certificate requires a specific information that provides a 
clear and concise overview of the calibration process and its results while ensuring 
transparency, traceability, and compliance with industry standards and regulations. 

The following list is essential and common information that is usually included in a digital 
calibration certificate [1, 3]: 

-Certificate Identification,    -Uncertainty Analysis, 
-Instrument Details,     -Calibration Results,  
-Calibration Laboratory Information,  -Comments and Notes,  
-Calibration Procedure,    -Digital Signatures, 
-Calibration Environment,    -Attachments, 
-Reference Standards,    -Validity Period, 
-Measurement Data,     -Contact Information. 

It's vital to remember that legislation, guidelines, and quality standards particular to the industry 
may have an impact on the content and appearance of a digital calibration certificate. Therefore, 
maintaining a uniform and organized certificate format would improve its use, traceability, and 
regulatory compliance. 

4. The Application for Creating a DCC principle 
A sort of computer software that includes instructions in machine code format is a ".exe" 
(executable) application. It is made to be immediately run by an operating system on a 
computer. The operating system loads the program into memory and begins running its 
instructions when you launch a ".exe" file, enabling you to interact with the software. The most 
prevalent form of executable files in this context is a ".exe" file, which is used frequently with 
Windows operating systems. They can include a wide variety of software programs, from 
simple utilities to sophisticated ones like games, office programs, and more. ".exe" files might 
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possibly carry security hazards since they can execute code that could be harmful due to their 
executable nature. As a result, it's crucial to only execute ".exe" files from reliable sources and 
to safeguard your computer using security tools like antivirus software. 
In order to provide a digital calibration certificate, the tool is designed as a four-stage 
application. Python is used throughout every stage of development in the "PyCharm CE" 
environment. We must complete these steps in order to obtain the final secured document for 
the digital calibration certificate:  

1. Filling form for the essential information that DCC should contain  
2. Converting human readable text to machine readable format 
3. Converting MR format to human readable text  
4. Securing the file format (XML, JSON and PDF) with hash number 

5. Conclusion  
In conclusion the main goal for digital calibration certifications are generally consistent with 
its overall aim to advance precise measurement, guarantee accuracy, and promote trustworthy 
metrological practices.  
Furthermore, the creation of an executable (".exe") application written in Python is a strong 
solution for producing digital calibration certificates. The user-friendly, human-readable input 
form provided by this tool ensures both usability and accuracy. Convenience and strong security 
are combined with the option to convert this data into a machine-readable format and create a 
secure PDF document that is hash-protected. This method is a useful tool for businesses in need 
of trustworthy digital calibration certifications because it not only modernizes the calibration 
procedure but also improves data integrity and accessibility. 
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Tests for Integer-valued Time Series Based on the Probability Generating
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Abstract. This paper addresses models for time series of integer-valued variables. Such series
arise in various applications, often as increment series for counts of interest. A model with a
GARCH-type structure with the Skellam conditional distribution is considered. We propose a
novel testing procedure to assess the null hypothesis that a set of integer-valued observations
follows such model. The proposed test statistic incorporates the empirical probability generat-
ing function computed from the data.

Keywords: Incremental Time Series, Skellam Distribution, INGARCH Model, Goodness–of–fit
Test, Empirical Probability Generating Function

1. Introduction
In many cases, we observe time series of discrete random variables with non-negative values,
such as the number of customers or the number of insurance claims. The corresponding series
of the first differences then consists of variables with values in Z that can be dependent. Such
time series, known as incremental time series, for instance, capture the changes in the number of
customers over specified time intervals. Incremental time series can be encountered in various
industries such as finance (intraday stock prices), biostatistics (differences in the number of
epileptic seizures or tumors observed before and after treatment), or betting (the difference in
the number of goals scored in a match). Fig. 1, provides an example of such time series, namely
the goal differences for the Florida Panthers ice hockey team for matches in the 2023–24 season.

−6

−4

−2

0

2

4

6

15 30 45 60 75 90 105

Game number

G
oa

l d
iff

er
en

ce

Fig. 1: The time series of the goal differences for the Florida Panthers ice hockey team during the
2023–24 season.

Let {Zt , t ∈ Z} represent an integer-valued time series of interest. In some applications, it
is desirable to forecast not only the future mean but also the entire future distribution. If the
data discreteness is substantial, as, e.g., in Fig. 1, then the traditional time series models such as
ARMA-GARCH (see, e.g., [2] and [3]) are not suitable for modeling, because they are primarily
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designed for continuous data. The goal, therefore, is to model the conditional distribution of Zt
given the past using a suitable discrete distribution on Z.

The most well-known distribution for integers is the Skellam distribution (see [7]). Based
on the symmetric Skellam distribution, Alomani et al. [1] introduced the first model for ana-
lyzing Z-valued time series, known as the symmetric Skellam INGARCH(1,1) model. Within
the INGARCH framework, alternative integer distributions may be considered, or the models
can be constructed from different perspectives. More INGARCH models are discussed in the
review article by Li et al. [6].

Our aim is to construct a goodness–of–fit (GOF) tests for distributional assumptions regard-
ing Skellam INGARCH models. In deriving these tests, we follow a procedure similar to that
of Hudecová et al. [5], who proposed GOF tests for count time series models. Hence, the main
tool for constructing the test statistic is the probability generating function (PGF), which for
an arbitrary integer-valued random variable Z, is defined as gZ(s) = E[sZ], s ∈ [−1,1]. Based
on the data, the PGF can be estimated either entirely non-parametrically or, by exploiting the
structure and properties of the model in constructing the estimate, semiparametrically. In this
way, we obtain two estimates of the same quantity, which should be close if the model holds.
Conversely, if these two estimates differ significantly, it indicates that the considered model is
not valid.

This paper is organized as follows. The Skellam distribution is introduced in Section 2.
Section 3 specifies the considered model, and the GOF test statistic is constructed in Section 4.

2. Skellam distribution
A Skellam random variable Z can be expressed as the difference between two independent
Poisson random variables, X and Y, with parameters λ1 and λ2, respectively. The probability
mass function of Z = X −Y is given by

P(Z = z) = e−λ1−λ2

(
λ1

λ2

)z/2

I|z|(2
√

λ1λ2), z ∈ Z, (1)

where

Ir(x) =
(

x
2

)r ∞

∑
k=0

(x2/4)k

k!(r+ k)!
(2)

is the modified Bessel function of order r.
The first two moments of Z are E(Z) = µZ = λ1 −λ2 and Var(Z) = σ2

Z = λ1 +λ2. Conse-
quently, λ1 = (σ2

Z +µZ)/2 and λ2 = (σ2
Z −µZ)/2. When µZ = 0, we have λ1 = λ2 and Z follows

a symmetric Skellam distribution, denoted as Z ∼ SS(λ1). If λ1 ̸= λ2, Z follows an asymmetric
Skellam distribution, denoted as Z ∼ AS(λ1,λ2).

The probability generating function (PGF) of the symmetric Skellam distribution SS(λ1) is
expressed for s ∈ [−1,1] as follows

gZ(s) = E[sZ] = E[sX−Y ] = E[sX ]E[s−Y ] = gX(s)gY (1/s)

= eλ1(s−1) eλ1

(
1
s −1

)
= eλ1

(
s+ 1

s −2
)
,

(3)

where we used the fact that the PGF of the Poisson distribution with mean λ is given by eλ (s−1).

3. Integer-valued INGARCH models
Let Ft denote the information set available at time t, defined as the σ -field Ft = σ{Zs,s ≤ t}
generated by the past values of the time series {Zt , t ∈ Z} up to time t. Alomani et al. [1]
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proposed the symmetric Skellam INGARCH(1,1) model satisfying

Zt |Ft−1 ∼ SS
(

λt

2

)
, λt = ω +αZ2

t−1 +βλt−1, t ≥ 2, (4)

where ω,α,β > 0 are model parameters, and λt is the conditional variance var[Zt |Ft−1] taking
the form of a typical GARCH(1,1) model. If α + β < 1, then there exists a unique strictly
stationary and absolutely regular solution to Eq. 4, see Doukhan et al. [4].

The unknown parameters of the model can be estimated using the conditional maximum
likelihood method or the conditional least squares method, as shown by Alomani et al. [1].
Both methods give strongly consistent and asymptotically normal estimates, Li et al. [6].

4. Test statistics
Assume that Zt , t = 1, . . . ,n, are data coming from a strictly stationary process {Zt , t ∈ Z}. The
objective is to test the null hypothesis

H0 : {Zt , t ∈ Z} follows model in Eq. 4 for some θ = (ω,α,β )⊤ ∈ Θ,

where Θ = {(ω,α,β )⊤;ω,α,β > 0,α + β < 1} ⊂ R3, against a general alternative that H0
does not hold.

We propose testing the null hypothesis H0 using a Cramér–von Mises type test statistic

Sn,w =
∫ 1

ε

(
ĝn(s)− g̃n(s))2w(s)ds, (5)

where ε > 0 and w(s) is a non-negative integrable weight function. The test statistic Sn,w is
defined as a weighted L2-type distance between the empirical probability generating function

ĝn(s) =
1
n

n

∑
t=1

sZt , (6)

which is a non-parametric estimate of the marginal PGF of Zt , and a semiparametric estimate
g̃n(s) of the same PGF imposed by the model. Under H0, the marginal population PGF of Zt
satisfies

gZt (s) = E[sZt ] = E
[
E[sZt |Ft−1]

]
= E

[
e

λt
2

(
s+ 1

s −2
)]

=

= E
[
e(ω+αZ2

t−1+βλt−1)
(

s
2+

1
2s−1

)]
.

(7)

By substituting the parameter vector (ω,α,β )⊤ in Eq. 7 with its estimate (ω̂n, α̂n, β̂n)
⊤ and

replacing the expectation by the sample mean, we obtain a semiparametric estimate of the
marginal PGF,

g̃n(s) =
1
n

n

∑
t=2

[
e(ω̂n+α̂nZ2

t−1+β̂nλ̂t−1)
(

s
2+

1
2s−1

)]
, (8)

where λ̂t = ω̂n + α̂nZ2
t−1 + β̂nλ̂t−1 is calculated recursively from the initial values λ̂0 = Z1 and

Z0 = Z1.

Hudecová et al. [5] considered a similar Cramér–von Mises type test statistic for count time
series models and showed that the asymptotic distribution of

√
nSn,w is quite complex as it

can be expressed as an infinite weighted sum of independent χ2 variables, where the weights
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depend on the unknown parameters in a complicated way. It can be assumed that the limiting
distribution of

√
nSn,w exhibits similar properties also for Skellam INGARCH process, and,

therefore, we propose a parametric bootstrap procedure for evaluating the significance of Sn,w

Consider the data Zt , t = 1, . . . ,n, and the estimate θ̂n = (ω̂n, α̂n, β̂n)
⊤ to calculate the value

of the test statistic Sn,w := Sn,w(Z1, . . . ,Zn; θ̂n). Let B be a specified number of bootstrap samples.
For b = 1, . . . ,B:

1. Generate a time series {Z(b)
t }n

t=1 from the model in Eq. 4 with θ replaced by θ̂n.
2. Fit the model in Eq. 4 with the bootstrap data {Z(b)

t }n
t=1 and compute the estimate θ̂

(b)
n =

(ω̂
(b)
n , α̂

(b)
n , β̂

(b)
n )⊤.

3. Calculate the test statistic S(b)n,w = Sn,w(Z
(b)
1 , . . . ,Z(b)

n ; θ̂
(b)
n ).

The empirical distribution of S(1)n,w, . . . ,S
(B)
n,w simulates the distribution of the test statistic Sn,w

under H0. The null hypothesis H0 is rejected at significance level α ∈ (0,1) if the value of Sn,w

exceeds (1−α)%-empirical quantile calculated from S(1)n,w, . . . ,S
(B)
n,w. Alternatively, the p-value

is given as p = 1
B

B

∑
b=1

I[S(b)n,w > Sn,w].

5. Conclusions

We propose a procedure for testing the null hypothesis that a given integer-valued time series
follows a symmetric Skellam INGARCH(1,1) model. A simulation study and an application to
real data, demonstrating the practical use of this procedure, are currently in progress.
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Eye Blink Removal Algorithm
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Abstract. SPECTER (the Signal sPECtrum Tensor decomposition and Eye blink Removal) is a 
novel algorithm designed to detect and elimininate eye blink-related artifacts from electroen-
cephalogram (EEG) recordings. Our previous study [1] demonstrated its superior performance 
compared to established regression-based methods or independent component analysis, espe-
cially in situations where these approaches failed to accurately detect eye blinks or introduced 
spurious oscillations into the signal. In this study, we introduce SPECTER 2.0, an improved ver-
sion that addresses the limitations of the original algorithm, and we demonstrate its improved 
performance on a real EEG dataset affected by eye blinks.

Keywords: Eye Blink Removal, Electroencephalogram (EEG), Tensor Decomposition

1. Introduction
Human electroencephalogram (EEG) provides valuable insights into brain activity. However,
raw EEG signals can be contaminated by various artifacts, which may arise from factors such as
eye blinks, muscle movements, electrical resistance between the skin and electrodes, and nearby
electronic devices. These non-EEG sources can significantly impact data analysis. Therefore,
the removal of these artifacts is a crucial preprocessing step for EEG data.

In our previous study [1], we introduced a tensor-based eye-blink removal algorithm called
SPECTER. A key advantage of SPECTER is that it does not require information from an
electrooculogram, unlike regression-based eye-blink removal methods. Moreover, SPECTER
avoids the problem of spectrum overestimation, a known limitation of artifact correction using
independent component analysis [2].

Despite its strengths, the preliminary version of SPECTER had several drawbacks, primarily
related to a slight time shift and the opposite sign problem. This study aims to address these
issues with SPECTER 2.0, an improved version of the original algorithm, and demonstrate its
performance on the same set of real EEG data used in [1].

2. A brief overview of the original SPECTER algorithm
The SPECTER algorithm is described in detail in [1], so we provide only a brief overview. First,
consider an EEG signal recorded by J electrodes at a sampling rate of S f Hz. The initial step in-
volves dividing the EEG signal from each electrode into overlapping time windows of length W .
Within each time window, the EEG signal is convolved with the Hanning window, and the Fast
Fourier Transform is applied to compute its amplitude spectrum. Then, the log10-transformed
spectral values are concatenated into a three-dimensional tensor X ∈ RI×J×K , where I repre-
sents the number of time windows, J is the number of electrodes, and K denotes the number of
considered frequencies.

In the second step, tensor X is decomposed using the CANDECOMP/PARAFAC (CP)
method [3]. Artifact-related components are identified through an automatic selection criterion,
followed by manual inspection if necessary, and are subtracted from X [1]. The cleaned tensor
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is then transformed into a nonnegative form using the element-wise 10X function. Finally, the
clean EEG signal is reconstructed by the spectrum-to-signal transformation [4].

3. SPECTER 2.0
Due to the effects of windowing and convolution with the Hanning window, the original SPECTER
version struggled to accurately reconstruct the first and last S f

2 W time points of the EEG signal.
Additionally, the reconstructed signal sometimes exhibited slight time shifts either to the left or
right compared to the original EEG signal (Fig. 1, red). To mitigate these timing discrepancies,
we applied the dynamic time warping (DTW) algorithm [5] between the original and recon-
structed EEG signals in [1]. However, DTW can be time-consuming, and the length of the input
time series limits its effectiveness.

The second issue arises from missing information regarding the phase spectrum of the
cleaned EEG, which causes discrepancies in the signs of the values between the original and re-
constructed signal. In [1], we proposed a heuristic based on the Spearman correlation coefficient
ρ between the original and reconstructed signals over short, non-overlapping time intervals. If
ρ < 0 or other criteria were met, the reconstructed signal in that interval was multiplied by −1.
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Fig. 1: An example of the EEG signal (grey) from the FC3 electrode, showing the first (left) and last two
seconds (right), along with its versions reconstructed by SPECTER (red) and SPECTER 2.0 (black).

To address both issues, we propose the following modifications in SPECTER 2.0:

• Before applying SPECTER 2.0, we extend the EEG signal by adding constant segments
of length S f

2 W to both the beginning and the end of the original signal for each electrode.
These segments are equal to the initial and final values of the EEG, respectively. After
reconstructing the signal, we trimmed the added segments to ensure that the cleaned EEG
signal matched the length of the original one. Nevertheless, the option to apply DTW
remains available in SPECTER 2.0.

• In the spectrum-to-signal transformation step, the unknown phase spectrum of the cleaned
EEG was replaced by the phase spectrum of the original EEG. We hypothesize that, dur-
ing non-artifact intervals, the phase spectra of both the original and reconstructed signals
should overlap. As will be described in Section 5, this adjustment significantly improved
the issue of opposite signs. The heuristic introduced in [1] can still be applied to correct
any remaining intervals with opposite sign values.

4. Data
To demonstrate the advantages of SPECTER 2.0 over the original version, we focused on the
same eye-blink corrupted OSF dataset used in [1]. This dataset includes EEG signal from 19
electrodes1 collected from 40 subjects divided into four groups (studies). Additionally, the EEG

1Fp1 (or AF3), F3, F7, C3, T7, P3, P7, O1, Pz, Fp2 (or AF4), Fz, F4, F8, Cz, C4, T8, P4, P8, and O2
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signal for each subject consists of eight-second segments labeled as either “eye blink” or “non-
blink.” The sampling frequency was 100 Hz (for study 04) or 200 Hz (for studies 01-03). In
both versions of SPECTER, we applied 0.5-second time windows with 400 ms of overlap.

5. Results
In the initial step, the reconstructed EEG signal was divided into 100 ms time intervals. We
examined the ratio of these intervals that exhibited the opposite sign problem for each electrode
separately. For the EEG signal reconstructed using the original version of SPECTER, approx-
imately half of the time intervals for each subject and electrode required a sign change (see
Fig. 2, red). In contrast, with SPECTER 2.0, the average ratio of time intervals needing a sign
change decreased to between 0.10 and 0.19 for all electrodes (see Fig. 2, black).
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Fig. 2: The ratio of time intervals with the opposite sign problem after signal reconstruction with
SPECTER (red) and SPECTER 2.0 (black) in 40 subjects from the OSF dataset.

In the second step, we focused on the slight time shift problem. The reconstructed and
original EEG signal were time-aligned by DTW for each non-blink time segment. Then, the
Euclidean distance Ddtw between the warping and the real time was computed. Given the mod-
ifications made, we anticipated that the warping time would be closer to the actual time in
SPECTER 2.0 compared to the original version of the method. To test this expectation, we
applied the non-parametric Wilcoxon signed-rank test to assess the following hypothesis:

H0 : DSPECT ER
dtw ≤ DSPECT ER_2.0

dtw vs. H1 : DSPECT ER
dtw > DSPECT ER_2.0

dtw

The test was conducted for each electrode individually. We rejected the null hypothesis for
all 19 electrodes, as the p-values were approximately ≈ 10−17, which were well below the
Bonferroni-corrected threshold of 0.05

19 = 0.0026.
Furthermore, we computed the Spearman correlation coefficient between the original EEG

signal and its reconstructed version over non-blink intervals. Similarly to the findings in [1], we
hypothesized that the signals would overlap on these intervals. The results for 19 subjects are
illustrated in Fig. 3. Without the DTW correction for slight time shifts, SPECTER 2.0 achieved
higher correlations than the original SPECTER (Fig. 3, dotted lines). Moreover, SPECTER
2.0 without DTW produced results comparable to SPECTER with DTW for several subjects,
including Subjects 2 and 3 from study 01 and Subject 5 from study 02 (Gig. 3). is consistent
with the significantly lower distance between the original and warping time in SPECTER 2.0.

When applying the DTW correction, SPECTER 2.0 generated a reconstructed EEG sig-
nal that was more similar to the original signal. This conclusion was supported by higher or
comparable correlation values relative to the previous version of SPECTER (Fig. 3, solid lines).
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Fig. 3: The median Spearman correlation coefficient between the original EEG signal and its versions
reconstructed by SPECTER (red) and SPECTER 2.0 (black) over the non-blink epochs. In both cases,
correlations were computed without (dotted line) or with (solid line) the DTW correction for the slight
time shift problem. Only labels for each second electrode are depicted on the x-axis.

6. Conclusion
In this study, we introduced an enhanced version of the eye-blink removal algorithm known
as SPECTER. The modifications we made significantly reduced the proportion of time inter-
vals containing opposite sign values. Additionally, SPECTER 2.0 produced EEG signals with a
lower incidence of slight time shifts. This improvement was evident in two ways: the warping
time was closer to the real time compared to the original SPECTER version, and there were
comparable correlations between the original EEG signal and the reconstructed signals from
both SPECTER 2.0 without DTW and the original SPECTER followed by DTW. This held true
across multiple subjects. Nevertheless, in the future, we plan to evaluate the performance of
SPECTER 2.0 on EEG signals affected by other types of artifacts, in addition to eye blinks.
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Abstract. This article deals with the problem of transmitting and receiving data in GSM net-
works in cases of inappropriate placement of the radiator – antenna. The gain and directivity
of an ideally placed antenna are analyzed and compared with those of an antenna placed in
a metal casing – a tube. Such a topology often occurs in communication between a base sta-
tion and a mobile vehicle, such as a car, motorbike, or bicycle, where communication is part of
tracking or vehicle safety.
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1. Introduction
The GSM network, which was primarily developed for data transmission [2], has since been
used for many technical, telemetry, and security applications [7], [8]. In the context of mobile
vehicle tracking, the GSM network is often used to transmit position, speed, and vehicle status
data. In almost all cases, vehicles are made of various composites or metal alloys that affect
such transmissions. The most significant influence occurs at the level of altering the properties
of the antenna used for transmission. This problem is even more pronounced in small vehicles,
where antenna placement is critical not only for information transmission but also due to lim-
ited usable space on the vehicle and, last but not least, the need for safe antenna placement (to
prevent the unauthorized removal of the antenna and, subsequently, the entire vehicle). In such
cases, antennas are placed in concealed or hard-to-reach locations. The result is a device with
an antenna that is protected from unauthorized removal but, in many cases, also non-functional.
[5]. Therefore, the objective of this paper is not only to analyze such a device but also to pro-
pose a solution that ensures reliable transmission in a GSM network and enables secure data
transmission and reception.

2. Subject and Methods
In this chapter, we will discuss the characteristics of a commercially available GSM-band an-
tenna that is commonly used to transmit telemetry data between a wheeled vehicle and a receiv-
ing station.

GSM antenna in a circuit recommended by the manufacturer
The GSM band used in Slovakia for the transmission of telemetry data operates in the 800 to
900 MHz frequency range [2]. A commercially available antenna has been developed for this
band and is mounted on a ceramic substrate, where radiation is achieved through a suitable
arrangement of conductive surfaces on the active side of the substrate. Fig. 1a shows a digi-
tal model of this antenna, which is placed on a circular printed circuit board (PCB). The PCB
represents a realistic finite environment for the application of such antennas in various devices
and applications. The next figure, Fig. 1b, illustrates its radiation characteristics. As seen in
the figure, the antenna exhibits a quasi-omnidirectional radiation pattern with a maximum gain
of approximately −3.5 dBi. For an antenna only a few centimeters in size, this characteristic
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is highly beneficial, especially in small electronic devices where space optimization is crucial
without compromising functionality or reliability of IoT devices. Although the gain of the mod-
eled antenna is relatively low compared to a half-wave dipole, it is more than sufficient for data
transmission between a vehicle and a base station over distances ranging from a few kilometers
to several tens of kilometers.

(a) GSM antenna (b) Radiation pattern

Fig. 1: Simulation model of the GSM antenna mounted on a PCB and its radiation pattern with gain
indication.

GSM antenna in a critical circuit configuration
As already mentioned, when placing the antenna on small single-track vehicles, problems with
the metal parts of the vehicle and the lack of space will arise. The worst-case scenario can
occur if the antenna is placed in a housing, such as an open metal tube. In many cases, such
placement is recommended to the designers themselves. In such a "housing," the characteristics
of the antenna will be significantly degraded, reducing its ability to receive or transmit signals
at the operating frequencies. Fig. 2a shows a model of a ceramic antenna placed in an open
metal tube, with the lower edge of the antenna facing the end of the tube. Fig.2b shows the

(a) GSM antenna (b) Radiation pattern

Fig. 2: Simulation model of the GSM antenna placed in the housing and its radiation pattern with gain
indication.
radiation pattern of the antenna placed in this way. The approximate maximum gain in this case
is around −57.5 dBi, which represents a 54 dB drop, compared to the conditions without partial
shielding (no conducting tube). Such a drop in gain poses a serious problem for the transmission
of signals between the vehicle and the base station [4]. The amplitudes of the signals transmitted
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by such a positioned antenna are already very close to the electromagnetic background of the
environment and in many cases well below the noise floor. A significant reduction in antenna
gain means a severe reduction in data rate, outages, or a complete shutdown of service. To
compensate for such gain reduction, amplifiers in different topologies would have to be used,
which would disrupt the low-power nature of the vehicle telemetry transmission.

A new design for a GSM antenna
Taking into account the results obtained from previous analyses and simulations [3], [6], differ-
ent types of simple antennas have been proposed that could be more suitable for such a highly
electrically shielded environment. Fig. 3a shows a model of a monopole antenna with a capac-
itive extender implemented on a section of a printed circuit board for the 800 MHz - 900 MHz
band, embedded in a conducting pipe. We report this antenna as the most suitable among the
simulated, designed, and measured antennas. As shown in Fig. 3b, the directional characteristic
is admittedly not quasi-all-directional (nor does it have the shape of an anuloid), as was the
case in Fig. 1a for the commercially used antenna. However, if we consider that the antenna in
Fig. 1 was placed in free space and the antenna in Fig. 3 is placed in a metal tube, the change
in the radiation pattern does not appear to be that significant. The gain of the monopole antenna

(a) GSM antenna (b) Radiation pattern

Fig. 3: Simulation model of the GSM antenna placed in the housing and its radiation pattern with gain
indication.
with the capacitive attachment, which is placed in a metal tube (Fig. 3a), is excellent, reaching
up to 8 dBi at maximum. This performance was not achieved even by a commercial antenna
in free space (see Fig. 1a). It should be noted that the maximum gain is only in the part of the
space facing outward from the metal tube (in the circle that forms the base of the cone, with the
top of the cone in the plane of the tube). In other directions, the monopole antenna in the tube
also performs well, with a minimum of −32 dBi and average gain values between −15 dBi and
0 dBi. Such a result is excellent for the applications mentioned at the beginning of the article, as
even with such a simple antenna, more than a 40 dB improvement over the commercial product
was achieved.

3. Conclusion
Based on both simulations and later measurements at a vehicle tracking company, it was eval-
uated that commercial ceramic antennas are not suitable for use in indoor or hidden vehicle
compartments. The reliability of data transmission using such antennas is questionable. And
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when it comes to securing the vehicle against unauthorized removal or tracking, these anten-
nas are almost worthless. On the contrary, the antenna-monopole with capacitive attachment,
developed on the basis of [3], [6], meets the requirements for both reliable data transmission
and possible placement in confined and electromagnetically unsuitable spaces. This has been
confirmed, for example, by ANDIS [1].
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Abstract. The aim of this study was to determine geometric accuracy based on the positioning 
of objects during the manufacturing process. The manufactured objects were manufactured 
using FFF technology on the DeltiQ 2 device (Trilab, Czech Republic). The scanning of the 
manufactured objects was performed on an industrial computed tomography Metrotom 1500 
Gen 1 (Carl Zeiss, Germany). The results showed the smallest geometric deviations on the 
object at position A (0.074 mm). The remaining objects show a geometric deviation of 0.174 
mm (at position B) and 0.157 mm (at position C). In terms of time, the fastest manufactured 
object was in position A (4 hours and 14 minutes). Objects in positions B and C were 
manufactured in approximately the same time (4 hours and 40 minutes). 
Keywords: Geometric Accuracy, Scanning, FFF Technology  

1. Introduction 
Additive technology, also known as 3D printing, is currently widely used in various fields 
[1,2,3]. However, in this context, many questions arise regarding the accuracy of the final 
product. Geometric accuracy can be defined as the comparison of the final product with the 
design of the digital model. To achieve geometric accuracy in 3D printing, several factors need 
to be considered. The basic factors that influence the geometric accuracy of the final product 
are the type of technology used, the material, the 3D printing parameters, as well as post-
processing. There are many research studies comparing the accuracy of individual additive 
technologies [4,5]. One of them is the study by Al-Ahmari et al. [6], which evaluates different 
types of additive technologies and their geometric accuracy. When comparing FFF and SLA 
technologies, the authors of the study concluded that the geometric accuracy of surfaces was 
better in SLA than in FFF technology. The difference may be due to a different principle of 
fixing individual layers to each other, as well as the fact that the given devices operate with 
different accuracy. A similar study by Butt et al. [7] compared the geometric accuracy at 
different settings of FFF technology. The authors found that different widths of the deposited 
layer have a significant impact on the dimensional accuracy and surface roughness of the 
manufactured objects. With a higher value of the extruded layer, the roughness of the 
manufactured objects also increased. The same result was also recorded in the dimensional 
analysis of the x,y,z axes, where a layer width of 0.2 mm showed more accurate dimensions 
compared to larger width settings of the layer extrusion (0.4 mm ; 0.6 mm). Other parameters 
that have an impact on the dimensional accuracy of manufactured objects in connection with 
FFF technology are printing speed, extruder and platform temperature, cooling and "extrusion 
multiplier". Another important factor in the accuracy of FFF technology is the material. 
Thermoplastic materials have specific properties such as viscosity, melting point, shrinkage, 
which contribute to the accuracy of the 3D printing process [8].  
The aim of the study was to compare the geometric deviations of manufactured objects at 
different orientations during production. 
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2. Subject and Methods 
Object and material characteristics 
Based on the analysis of geometric accuracy, an object defined by a limit curve in a sinusoidal 
profile was created. A mathematical function was created to precisely define this curve (see Eq. 
1). CATIA V5 software (Dassault Systemes, France) was used to create a 3D model of a 
precisely defined curve in the shape of a sinusoid. In the initial phase of modeling, a 
mathematical function was used in the “Law Editor” software function where the desired curve 
was created. The next step was to create a surface based on the defined curve and then the 
“extrude” function itself to create a 3D object. The material chosen for the creation of geometric 
shapes was the thermoplastic polymer Polyethylene Terephthalate Glycol (PETG) from Devil 
Design (Poland).  

𝑧𝑧 = 15 + 10 ∗ sin
2𝜋𝜋𝜋𝜋
100

 (1) 

Methodology of production 
The geometric shapes were produced using FFF technology on a DeliQ 2 device (Trilab, Czech 
Republic). A DQ2 Volcano print head (Trilab, Czech Republic) with a brass nozzle with a 
diameter of 0.4 mm was used to extrude the PETG material. Positioning and 3D printing 
settings were performed in the Slicesoftware Simplify 3D (Simplify 3D, USA). Table 1 shows 
the production settings on the 3D printer.  
Table 1. 3D printing parameters 

Temperature settings 
[°C] 

Dimensional settings 
[mm] 

Speed settings 
[mm/s] 

Platform 90  Layer height 0.2  Default 50  
Extruder 240  Layer width 0.4  Outline 30  
Cooling 60% intensity of fun Infill Rectilinear (45°; -45°) Infill 40  

 
The total number of manufactured objects was n = 3. Each object was manufactured at a 
different position relative to the base platform of the 3D printer. The location and position of 
the individual objects are shown in Figure 1. The diameter of the base platform of the 3D printer 
is defined as Ø 250 mm, with the zero point (the starting point of the coordinate system) given 
in the center. 

   

Position A Position B Position C 

Fig. 1  Object positioning the 3D printing process 

 
Methodology of scanning  
The scanning of the manufactured objects was performed on an industrial computed 
tomography scanner Metrotom 1500 Gen 1 (Carl Zeiss, Germany). 
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Fig. 2 Position of the object during scanning (left) and description of individual planes (right) 

The objects were placed in a polystyrene holder (Fig. 2 - left) and scanned in the same position 
and settings. The voxel size is 119.81 µm for all samples. The scans were processed in 
VGStudioMAX software (Volume Graphics, Germany). The coordinate system (Fig. 2 - right) 
was created on the CAD model with features Plane 1, Plane 2S (midplane Plane 2, Plane 2-1) 
and Plane 3S (midplane Plane 3, Plane 3-1).  

3. Results 
Each object was aligned in the same coordinate system and the deviation was evaluated over 
the entire surface of the sample, not just on the sinusoidal surface. The maximum deviation for 
the scan match with the CAD model at the level of 90% and 95% as well as the surface match 
for a deviation of 0.1 mm and 0.2 mm were evaluated (see Table 2). Figure 3 shows the 
deviations on the sinusoidal surface of the sample, places outside the tolerance of ±0.2 mm are 
shown in purple (+) and burgundy (-) color.  

 
Fig. 3 Map of deviations between the 3D model and manufactured objects 

Table 2. Evaluation of deviations for each position of the manufactured objects  
 90% [mm] 95% [mm] 0,1 mm [%] 0,2 mm [%] 

Position A 0.255 0.376 51.1 85.2 
Position B 0.184 0.283 64.4 92.0 
Position C 0.230 0.261 60.2 82.9 

 
In addition to surface deviations, selected geometric tolerances such as flatness of reference 
planes and perpendicularity and parallelism of planes to the platform were also evaluated. 

4. Conclusions 
The smallest geometric deviations are shown by sample A. This is due to the printing position, 
where the sample is placed on the printing plate with its largest area and has the smallest height 
in the Z-axis direction. The average deviation is 0.074 mm. The manufactured object in position 
B has an average deviation of 0.174 mm, which is mainly influenced by the perpendicularity of 
Plane 1 to the base plate. The manufactured object in position C has a deviation of 0.157 mm 
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where the deviations are more evenly distributed, but the deviation of the straightness of Plane 
1 is more than 2 times the deviation of the objects manufactured in positions A and B. 
For the observed deviations, the object manufactured in position B has the largest match. The 
deviations for the manufactured objects in positions A and C are relatively symmetrically 
distributed. For the manufactured object in position B, the deviation at the farthest part from 
the build plate is asymmetric. 
From a production perspective, no support structures were used for object creation. The reason 
for not using support structures was to avoid damaging the surface of the manufactured objects, 
which would ultimately affect the scanning results. From a production time perspective, the 
manufactured object in position A was manufactured in 4 hours and 14 minutes, while the 
objects in positions B and C took approximately the same amount of time (Position B: 4 hours 
and 40 minutes; Position C: 4 hours and 41 minutes). 
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Abstract. This paper proposes an active electrode design for electrical impedance tomography
with enhanced noise robustness and dynamic range to measure voltages from 48 V to 26 mV
from DC to 40 kHz with posibility to extended its frequency range up to 100 kHz. The design
incorporates a combination of a programmable-gain amplifier and a programmable voltage
divider to achieve its voltage range. The paper also provides a description of evaluation meth-
ods used to measure the frequency response performance of the proposed design. The active
electrode aims to provide a versatile laboratory solution to diverse electrical impedance to-
mography applications.

Keywords: Electrical Impedance Tomography, Active Electrode, Programmable Gain Amplifier

1. Introduction
Electrical Impedance Tomography (EIT) is a relatively new imaging method for the reconstruc-
tion of the admittivity distribution. A typical EIT system uses a set of conducting electrodes
attached to the surface of the material under investigation. One can apply a current through
the electrodes and measure the resulting voltage and phase on other electrodes, from which the
admittivity distribution can be reconstructed. One of the challenges in EIT is that the inverse
problem is highly ill-posed, meaning that small errors in the measurement can lead to large er-
rors in the reconstructed admittivity distribution. The contact impedance between the electrode
and the material tends to be relatively high, which means that all interference sources have a
large effect; these include common-mode gain error, thermal noise, and electromagnetic inter-
ference (EMI) and cross-talk between cables [1]. These factors make it challenging for passive
systems to achieve high accuracy.

This paper proposes an active electrode design for EIT systems that addresses these issues,
amplifying the signal directly on the electrode. Furthermore, the active electrode can adaptively
adjust its gain, using a programmable-gain amplifier (PGA) to amplify small signal at adjacent
electrodes placed further from current injection and programmable voltage divider to lower the
voltage and prevent PGAs saturation, to obtain full analog-to-digital convertor (ADC) quanti-
zation range utilization.

The use of active electrodes is motivated by the work of Mikulka et al., who proposed
a laboratory system with a scalable design [2, 3], and the work of Gaggero et al. and Wang
et al., who demonstrated the feasibility of active electrodes for human thoracic and in other
medical applications [1, 4]. Rather than focusing on specific field or material type, this design
aims to provide a versatile laboratory solution that can be adapted to various applications, i.e.,
admittivity imaging of water dams and other geophysical applications [5].

2. Active electrode design
The schematic of the active electrode is shown in Fig 1. To measure voltages from millivolts
up to ±48 V, which is the maximum voltage that can be multiplexed using commonly avail-
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Fig. 1: Schematic diagram of proposed active electrode

able components [6], the PGA280 was selected as the most suitable PGA for the application.
The PGA280, with its built-in general-purpose input/output (GPIO) pins controls, the voltage
divider, a high-voltage switch TMUX8108 with resistor dividers at its output. All active elec-
trodes are connected to the central system via the serial peripheral interface (SPI), where switch-
ing, communication and data acquisition are managed.

Selectable voltage gains
The resistor values are chosen to form a sequence of voltage attenuation in an arithmetic series,
ranging from 1 V/V to 0.28 V/V. The maximum attenuation of 0.28 V/V reduces the input
voltage from ±48 V to 13.44 V, allowing the PGA to process the signal without saturation.
The common gain difference ∆Gatt evaluated from the arithmetic sequence is approximately
0.120833 V/V. The voltage attenuation values can be expressed as

Gattn = 1+(n−1) ·∆Gatt, (1)
n ∈ {1,2, . . . ,N}, (2)

where N stands for the number of switchable ranges (in this case, N= 7). By combining both the
voltage attenuation Gatt and the gain of the PGA, Gpga, multiple equally distributed voltage gain
combinations are achieved: G = Gatt ·Gpga, ranging from 0.275 V/V to 128 V/V respectively
corresponding to input voltages from 48 V to 26 mV, which are converted to 1.65 V output that
is suitable for an ADC. The second input of the PGA280 is used in combination with OPA2992
operational amplifier (Op Amp) with fixed gain to additional gain for voltages below 25.8 mV,
expanding the scope of measurable material types.

3. Automation of data acquisition
A MATLAB application was developed to interface with firmware through an application pro-
gramming interface (API). The application allows user to read measured voltages at the elec-
trode input and configure various parameters, including the voltage amplification, sampling
frequency, and electrode operating mode. Multiple voltage gains were sequentially selected via
the API to measure the frequency and phase response. Figure 2 shows the frequency and phase
response of selected voltage gains differentiated by their indices.

The data points of frequency response, which are plotted in frequencies above 1 MHz, are
outside the working range of the measurement evaluation methods. The same applies to the
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phase response plot for frequencies greater than 200 kHz, where the signal was substantially
attenuated for the amplitude, phase and frequency measurement algorithm to be accurate.

Fig. 2: Frequency and phase response of proposed active electrode for multiple voltage gains. The fre-
quency ranges fa and fb are evaluated for input voltages from 26 mV to 48 V and from 136 mV to
5.176 V, respectively.
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Algorithm overview
A linear interpolation is used to estimate N zero-crossing locations from sampled data. Using
the differences between consecutive zero-crossing indices, ∆Zi = Zi+1 − Zi, the fundamental
frequency is determined as

f =
fs

1
N−1 ∑

N−1
i=1 |∆Zi|

, (3)

where fs is the sampling frequency.
In the phase shift determination algorithm, the differences of corresponding zero-crossing

indices ∆Ki = Z2,i −Z1,i in two signals are calculated. Then, for a phase shift, we can write

φ = 360×
1

fs×(N−1) ∑
N−1
i=1 |∆Ki|

T
. (4)

The values are then normalized to the range [−180◦,180◦].

4. Results
The measurements resulted in verification of constant voltage transfer from DC to 100 kHz for
amplification from 0.6375 V/V to 24.2666 V/V, in which we are able to measure voltage from
136 mV to 5.176 V with full ADC quantization range utilization. For voltages above 5.176 V
and below 136 mV, the maximum frequency of constant voltage transfer is 40 kHz. That means
we can measure voltage from 26 mV to 48 V within DC to 40 kHz frequency range.

5. Discussion
The phase response shows that undesirable phase shift increases as electrode amplification value
rises at frequencies near 100 kHz. Minor phase shift errors, which are observed for amplification
with index 29 and higher, will be partially compensated using the same circuitry in the current
sensing part. The phase shift measurement error remains near zero from DC to 40 kHz for gain
indexes below 29. However, for gain indexes above 29, the near-zero phase shift is measured
only to 6 kHz. The accuracy of the phase and voltage acquisition algorithm shall be further
investigated.
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Abstract. This paper explores weighted estimation strategies for nonlinear errors-in-variables 
(EIV) regression, with applications in metrology where accurate uncertainty propagation is 
critical. The OEFPIL (Optimal Estimating Equations for Parameters by Iterated Lineariza-
tion) method enables full use of the structured uncertainty matrix, incorporating both Type 
A and Type B components, including correlations. Although theoretically optimal under the 
Gauss–Markov framework, using the full matrix may yield fitted models that appear biased or 
inconsistent with experimental intuition. As an alternative, we propose a locally weighted least 
squares (LWLS) method that improves interpretability at the cost of some statistical efficiency. 
We present the mathematical formulation and illustrate the trade-offs between statistical rigor 
and empirical consistency, relevant to practitioners in measurement science and uncertainty 
analysis.

Keywords:    Measurement Uncertainty, EIV Regression, Locally Weighted Least Squares, OEFPIL

1. Introduction
Regression techniques are fundamental in modern measurement science and metrology, sup-
porting tasks such as curve fitting, calibration, inverse modeling, and uncertainty evaluation. In
many experimental scenarios, both input (stimulus) and output (response) quantities are affected
by significant—and often correlated—measurement errors, resulting in a structured uncertainty
matrix. Moreover, the relationship between true input and output values is frequently nonlin-
ear and often only implicitly defined. In such cases, the assumptions of standard ordinary least
squares (OLS) regression—particularly the assumption of error-free inputs—are violated. This
motivates the use of more advanced statistical approaches, such as errors-in-variables (EIV)
models. In metrological applications, this leads naturally to the explicit treatment of uncertain-
ties in all measured quantities using the full uncertainty matrix—a structured covariance matrix
that enables rigorous uncertainty propagation through the model [1, 2, 3].

The metrological uncertainty matrix accounts for both Type A (statistical) and Type B (sys-
tematic) contributions, combining data from repeated observations with expert judgment and
model-based evaluations. Unlike sample covariance matrices estimated empirically, the metro-
logical uncertainty matrix is structured and supports comprehensive uncertainty evaluation in
accordance with the GUM framework [4, 5, 6, 7].

A central challenge in EIV regression is the selection of an appropriate weighting matrix.
According to the Gauss–Markov theorem, optimal weights are inversely proportional to the
joint covariance matrix of input and output variables—which is typically unknown in prac-
tice. Generalized least squares (GLS) provides a practical alternative by using the inverse of
the residual covariance matrix. In metrological EIV settings, however, the full uncertainty ma-
trix is often available and directly used for weighting. Yet, strong off-diagonal correlations or
dominant Type B components may distort the regression, yielding results that appear biased or
physically implausible compared to the observed data. This has been observed, for instance,
in the calibration of the tip area function in instrumented indentation testing [8], where using
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only the diagonal (i.e., uncorrelated) part of the uncertainty matrix often produces results more
consistent with experimental expectations—though at the cost of statistical efficiency.

To address this trade-off, we revisit the Optimal Estimating Equations for Function Param-
eters by Iterated Linearization (OEFPIL) method—see, e.g., [9]—a robust framework for non-
linear EIV regression in metrology. OEFPIL iteratively linearizes the constraint equations and
applies the Gauss–Markov theorem to compute best linear unbiased estimators (BLUE). While
theoretically sound and supporting full uncertainty propagation, OEFPIL may yield regression
results that are visually inconsistent when the full uncertainty matrix is applied.

As a practical alternative, we propose a Locally Weighted Least Squares (LWLS) method us-
ing a pre-specified positive definite weighting matrix, typically based on the diagonal or Type A
components of the uncertainty matrix. While this approach sacrifices Gauss–Markov optimality,
it can produce more physically interpretable results that better reflect empirical behavior.

2. Subject and Methods
We consider a general class of measurement models for nonlinear errors-in-variables (EIV)
regression, particularly suited to metrological applications involving structured uncertainty. The
model combines a stochastic observation equation with deterministic functional constraints on
the unknown parameters:

X = µ+ε, subject to f(µ,β) = 0, (1)

where X ∈ RN denotes the vector of observed (measured) quantities, including both input and
output variables. The vector µ ∈ RN represents the unknown true values of the measured quan-
tities, and ε is a zero-mean random error vector with known covariance matrix U, typically
identified as the uncertainty matrix in metrology. The function f(µ,β) = 0 defines a system of
q nonlinear constraint equations involving both the true values µ and the model parameters
β ∈ Rp, which typically represent the measurands of interest; see, e.g., [10] for further details.

Standard OEFPIL Method
The OEFPIL method addresses this estimation problem by iteratively linearizing the constraint
function and solving a constrained optimization problem. The estimation is formulated as the
minimization of a weighted residual norm using the known uncertainty matrix U:

min
µ,β

(X−µ)⊤U−1(X−µ) subject to f(µ,β) = 0. (2)

At each iteration, the constraint is approximated by a first-order Taylor expansion around current
estimates (µ(k),β(k)):

f(µ,β) ≈ f(k)+B(k)
1 (µ−µ(k))+B(k)

2 (β−β(k)),

where f(k) = f(µ(k),β(k)), and B(k)
1 , B(k)

2 are the Jacobians of f with respect to µ and β, respectively.
For brevity, we write B1 = B(k)

1 and B2 = B(k)
2 . The linearized constraint then becomes B1µ+

B2β+b = 0, with b = f(k)−B1µ
(k)−B2β

(k).

Locally Weighted Least Squares Method
As a sub-optimal yet practically useful alternative to OEFPIL, we consider a Locally Weighted
Least Squares (LWLS) approach. In this method, the model parameters µ and β are estimated
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by minimizing a weighted quadratic loss using a user-defined positive definite weighting matrix
W, which may differ from the optimal weighting matrix Wopt = U−1:

min
µ,β

(X−µ)⊤W(X−µ) subject to f(µ,β) = 0, (3)

where W is a user-defined positive definite weighting matrix. While the optimal choice is Wopt =

U−1, alternatives such as the inverse of the diagonal or the Type A component of U may improve
robustness and interpretability in practice.

3. Results
For solving (3), in each iteration step we consider the following Lagrangian function:

L = (X−µ)⊤W(X−µ)−2λ⊤(B1µ+B2β+b). (4)

Taking derivatives with respect to µ, β, and λ and solving the resulting system gives:

µ̂ = X+W−1B⊤1 λ̂, (5)

B⊤2 λ̂ = 0, (6)

B1µ̂+B2β̂+b = 0. (7)

Substituting (5) into (7) and simplifying leads to the linear system:(
B1W−1B⊤1 B2

B⊤2 0

)(
λ̂
β̂

)
=

(
−B1X−b

0

)
. (8)

Let us define the matrix Q as:

Q =
(
Q11 Q12
Q21 Q22

)
=

(
B1W−1B⊤1 B2

B⊤2 0

)−1

. (9)

Then, the solution for the Lagrange multiplier λ̂ and the parameter vector β̂ is given by:(
λ
β̂

)
=Q

(
−B1X−b

0

)
=

(
−Q11(B1X+b)
−Q21(B1X+b)

)
. (10)

Thus, the estimators for µ and β become:(
µ̂
β̂

)
=

(
I−W−1B⊤1 Q11B1
−Q21B1

)
X+

(
−W−1B⊤1 Q11
−Q21

)
b (11)

Consequently, the proper joint uncertainty matrix associated with the estimated model pa-
rameters µ and β, derived based on uncertainty propagation according to the GUM uncertainty
framework, is given as:

ULWLS
µ̂,β̂

=

(
(I−W−1B⊤1 Q11B1)U(I−B⊤1 Q11B1W−1) −(I−W−1B⊤1 Q11B1)UB⊤1 Q⊤21

−Q21B1U(I−B⊤1 Q11B1W−1) Q21B1UB⊤1 Q⊤21

)
. (12)

If W = U−1 (the optimal choice of the weighted matrix), the result is consistent with OEFPIL:

UOEFPIL
µ̂,β̂

=

(
U−UB⊤1 Q11B1U −UB⊤1 Q12
−Q21B1U −Q22

)
. (13)

MEASUREMENT 2025, Proceedings of the 15th International Conference, Smolenice, Slovakia

ISBN 978-80-69159-00-6 71



4. Conclusions
The OEFPIL method provides locally optimal estimates when the full uncertainty matrix U is
used as the weighting matrix. However, in practical metrological applications, this can result
in fitted models that appear biased or inconsistent with experimental intuition. A modified ap-
proach using an alternative weighting matrix W—such as one based on the diagonal of U—may
reduce statistical efficiency but often yields estimates that better reflect observed data, align with
physical expectations, and are more acceptable to practitioners.
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Abstract. Situations are listed when, during repeated measurements, it is impractical or 
impossible to record all the results of observations, but only their minimum and maximum 
values. The possibility of determining an estimate of the numerical value and standard 
uncertainty of type A from the range of repeated observation results, taking into account their 
number and distribution law, is considered. An example of evaluation type A measurement 
uncertainty at hygrometer calibration is considered. 
Keywords: Repeated Measurements, Extreme Values of a Sample, Range, Midrange, Estimate 
of the Measurand, Measurement Uncertainties of Type A 

1. Introduction 
There are a number of situations where it is impossible or impractical to record all results of 
repeated observations, and one has to limit oneself to extreme values only. Such circumstances 
include: limitations on memory capacity and data processing speed at high-frequency 
observations; long-term experiments spanning large periods of time, when storing all 
intermediate data is difficult; rare catastrophic events (earthquakes, floods, accidents) where 
the focus is on extreme values characterizing the scale of the disaster; research into the limits 
of possibilities in sports, engineering, when extremes allow to assess the boundaries of 
capabilities and optimize parameters; limitations related to visual, rapidly changing 
observations, etc. 
It is important to note that analyzing only extreme values can lead to a loss of information about 
the process dynamics and its intermediate states. Moreover, extreme values are sensitive to 
outliers, so their use can introduce significant errors into the measurement result. Therefore, the 
feasibility of this approach must be carefully assessed in each specific case. 
The report discusses the specifics of finding the numerical value of the measurand and type A 
uncertainty through the extreme values of a sample of known size. 

2. Key Points 
When conducting repeated measurements, there is a need to increase their productivity by 
improving their processing methods. One possible solution to this issue is to use the range 
characteristics of the sample obtained from repeated measurements as estimates of the 
measurand and its uncertainty. This is particularly useful in situations where it is not possible 
to record all the results of the sample obtained from repeated observations, but only its extreme 
values. 
Evaluation of the measurand 
To evaluate the results of repeated measurements, various estimates of the mathematical 
expectation presented in Table 1 [1] can be used. They have different efficiency for different 
probability density functions (PDF) of observation results.  
In practice, the PDF is unknown, therefore the efficiency of the different estimators must be 
investigated for different possible PDF of measurement results. 
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Table 1      Expressions for various estimates of the measurand  

Estimators Midrange – – Arithmetic mean  –– Median – ⸳ – 

Formulas max min

2
y yy +

=  
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1 n
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n =

= ∑  
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, odd

, even
2

n

n n
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+

+

−
=  +

−

 

The Monte Carlo method was used to investigate the dependences of the efficiency of different 
estimators of the mathematical expectation for different PDF of the observed dispersion of 
indicating measuring instruments (IMIs) readings.  

 
a)                                                                             b) 

 
c)                                                                               d) 

Fig. 1. Dependencies of the efficiency Var of various estimators of mathematical expectation for different 
PDFs of the observed dispersion of IMIs readings: a) arcsine; b) uniform; c) triangular; d) normal. 

The efficient estimate has minimal variation compared to other estimates. From Fig. 1 it is clear 
that the arithmetic mean is the efficient estimate for normal and triangular PDFs, and the 
midrange is the efficient estimate for arcsine and uniform PDFs [2,3]. It should be noted that 
the arcsine PDF of the IMIs readings corresponds to the real situation of the presence of 
pulsations and interference from the AC power supply network in the measuring circuits of the 
IMIs, and the uniform law is usually adopted for an unknown distribution law of the input value 
specified by the boundaries [4]. 
Evaluation the type A uncertainty of a measurand 
To evaluate the standard uncertainty of type A by range, it is necessary to evaluate the standard 
deviation of these measurements s , and then divide it by the square root of the given number 
of observations n . To determine the standard deviation, it is necessary to know the PDF of the 
observation results. 
In the work [5] it is shown that the estimate of the standard uncertainty of the observed 
variability of the IMIs readings can be obtained through its range max minR y y= − :  
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max miny ys −
=

α
, 

where the coefficient α  depends both on the PDF of the observed dispersion of readings and 
on the number n  of measurements taken. 
We calculated the dependence of the coefficient max min( )y y sα = −  on the sample size n for 
different PDFs using the Monte Carlo method (Fig. 2) [6]. 
 

 
Fig. 2. Dependences of the coefficient α on n for different distribution laws: o – arcsine; ◊ – normal; □ – 

uniform; Δ – real. 

It should be noted that since the real law of distribution of IMIs readings, derived from empirical 
data, may differ from those listed, the dependence of α on n may also not coincide with those 
shown in Fig. 2. 

3. Example: Evaluation of the Numerical Value and Type a Uncertainty of a Standard 
Hygrometer 

Based on repeated humidity measurements carried out using a standard hygrometer, the 
dependences of the arithmetic mean and the midrange were obtained depending on the sample 
size n (Fig. 3). 
 

 
Fig. 3. Experimental dependence of arithmetic mean (––) and midrange (– –) of the hygrometer readings for 

different sample sizes n.  

The figure shows that with increasing sample size, the arithmetic mean of the sample increases, 
while the midrange decreases. For n=60, the difference in estimates can be 0.0035%RH. This 
difference can be neglected if the resolution of the reference hygrometer is more than 0.01%RH. 
Fig. 2 shows the dependence of the coefficient on the sample size n for the real law of 
distribution of hygrometer readings. The real distribution was derived from empirical data. It is 
evident from the figure that the real dependence is not approximated by any of the theoretical 
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ones. Therefore, for the real dependence, an approximation was found in the form: 
( ) 0,8508 ln   0,862n⋅ +α = . 

Using this approximation, we will calculate ˆ( )A su W  for the data obtained as a result of the 
experiment. The maximum humidity value was 26.14 %RH, the minimum 26.10 %RH. 
Therefore, the standard uncertainty of type A, estimated through the range, for 10 measurements 
was: 

( )[0,8508 ln
26,14 26,10ˆ( ) 0,00449

1   0,862] 100A su W
⋅ +

−
= = %RH. 

The value of type A uncertainty calculated as the standard deviation of the arithmetic mean [3] 
of the hygrometer readings is equal to 0.00471% RH, i.e. the error in determining the standard 
uncertainty of type A through the sample range was no more than 5%. 

4. Conclusions 
1. Situations are listed when, during repeated measurements, it is impractical or impossible to 

record all the results of observations, but only their minimum and maximum values. 
2. Dependencies of the efficiency Var of various estimators of mathematical expectation 

(arithmetic mean, midrange, median) for different PDFs of the observed dispersion of IMIs 
readings (arcsine; uniform; triangular; normal) were calculated. 

3. The possibility of using the characteristics of the range of an observations sample to 
estimate the numerical value of a measurand and its standard uncertainty of type A is 
substantiated. 

4. An example of evaluation the humidity value and its standard uncertainty of type A using a 
standard hygrometer is considered. The admissibility of using sample range parameters for 
this purpose is shown. 
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Abstract. The paper describes a computer-controlled teaching station for generating 
waveforms from samples with measurement of selected parameters of the generated 
waveform. The control software was written in the LabVIEW environment. It allows you to 
generate a waveform in this program, visualize the waveform, transfer samples to the digital 
generator's memory, configure the generator, and remotely measure the rms value with a 
digital multimeter with a TrueRMS converter. Using a digital oscilloscope, the waveform 
obtained at the output of the generator is visualized. The made measuring station is used 
during laboratory classes on the subject of computer measurement systems.  
Keywords: Signal Generation, Remote Measurement of Signal Parameters, LabVIEW 

1. Introduction 
Digital arbitrary generators are used to generate electrical waveforms of various shapes. Such 
generators are equipped with a memory into which data can be written. The data entered into 
memory is then processed and a continuous signal is generated using a digital-to-analog 
converter. Generation involves converting samples from digital form to an analog signal in 
the form of a voltage. In this conversion, it is required to take into account the amplitude of 
the signal and its frequency. An important parameter at the waveform generation stage is the 
number of samples used to represent the signal envelope. The number of samples can 
significantly affect the shape of the envelope of the generated signal. Too few points, which 
form the envelope of the signal, translates into a pronounced deformation of the signal that is 
obtained at the output of the generator. This feature was the reason for creating a teaching 
station with waveform generation and measurement of the rms value of the voltage. Too few 
points, which form the envelope of the signal, translates into a pronounced deformation of the 
signal that is obtained at the output of the generator. This feature was the reason for creating a 
teaching station with waveform generation and measurement of the rms value of the voltage. 
The rms value of the voltage is determined in the program using an appropriate algorithm and 
measured using a digital multimeter with a TrueRMS converter. The purpose of this work was 
to implement teaching issues using a computer-controlled teaching station to generate a 
waveform as a function of the number of samples and evaluate the result of measuring the rms 
value of voltage with a digital multimeter for such a waveform [1, 2]. 

2. Subject and Methods 
The stand was built in the concept of a virtual instrument. Such an instrument was composed 
of a software part and a hardware part [3]. The program controls the hardware part, it also 
performs tasks, i.e. data formatting, waveform visualization, voltage rms determination. The 
program was written in the LabVIEW environment with implemented VISA I/O libraries and 
SCPI programming messages for the generator, multimeter and oscilloscope [4, 5]. A digital 
arbitrary generator from Agilent 33120A was used as the signal source [6]. LabVIEW 
libraries were used to operate the generator remotely. The generator control program performs 
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instrument initialization and configuration. Setup includes preparing the generator to receive 
samples and write them to internal memory. Along with the samples, the value of the 
frequency and amplitude of the waveform is sent. The data is transferred to the instrument 
using VISA Write. The program also implements waveform restoration from samples that 
have been saved in a text file. One period of the waveform should be stored in the file, along 
with the value of frequency and voltage. A sinusoidal waveform is generated by software. 
One period of the waveform is assumed to be generated from points 10 to 100. The frequency 
of such a waveform is assumed to be 50 Hz with an amplitude of 1.5 V. The program runs in 
a loop and it is possible to automatically perform measurements with a 1-sample incremental 
change in the number of samples per run period. The software-generated waveform is sent to 
a block where the rms value of the voltage is determined. This value is then compared with 
the rms value measured with a multimeter. The multimeter measurement is performed 
remotely. In the control program, it is checked whether the waveform generation procedure 
has been completed, and only then is the voltage measured with a multimeter and the shape 
recorded with an oscilloscope. An Agilent 34401A instrument was used to measure the rms 
value of the AC voltage [7]. Communication with the generator and multimeter was 
implemented using the NI GPIB-USB-HS controller. Single-byte addressing was used.  

3. Results 
Using the executed bench, two waveforms are compared, one obtained by software and the 
other obtained by measuring with an instrument. The software-generated waveform is 
visualized using the Waveform Graph display. The second is the waveform acquired from the 
generator output using a digital oscilloscope. Figure 1 shows example images for 11 and 100 
signal samples, and Table 1 shows the rms values of the voltage from multimeter and 
software measurements. 

a) 

     
 

b) 

     
Fig. 1. Example waveforms generated programmatically in LabVIEW and waveforms generated with an 

arbitrary generator and recorded with a digital oscilloscope: (a) N=11, (b) N=100. 
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Table 1. Example results of measuring voltage Uzm with a multimeter with TrueRMS converter and voltage 
determined by Uprog software in LabVIEW. 

N samples Uzm [V] Uprog [V]  N samples Uzm [V] Uprog [V] 

10 1,129 1,061  40 1,073 1,061 

12 1,074 1,061  50 1,076 1,061 

14 1,101 1,061  60 1,074 1,061 

16 1,073 1,061  70 1,075 1,061 

18 1,090 1,061  80 1,074 1,061 

20 1,073 1,061  90 1,075 1,061 

30 1,080 1,061  100 1,074 1,061 
 
The rms values of the voltage were determined for these waveforms. However, for the 
waveform from the output of the arbitrary generator, the rms value of the voltage is obtained 
by remote measurement with a multimeter with a TrueRMS converter. The results obtained 
are compared. An important step in this comparison is the correlation of the results with the 
number of samples, which forms the waveform envelope. With a small number of samples, 
the waveform is largely distorted. In the generated waveform, which is imaged on the 
oscilloscope screen, significant changes in the voltage level caused by the operation of the 
DAC in the generator are noticeable. It is possible to observe and compare the hardware-
generated waveform with the software-generated waveform.  

4. Discussion 
Measurement of the rms value of the generated waveforms is realized by software and 
hardware. The result from the program is obtained from the generally known relation in 
which the signal samples are converted. In contrast, the hardware measurement was made 
with an Agilent 34401A multimeter. This result is subject to error, which is due to the 
specifications of the instrument and additional error from the waveform. In this paper, the 
difference of the two readings was determined and designated as ∆U. The difference between 
the value measured with a multimeter and the value determined in the software as a function 
of the number of samples (from 10 to 100 samples) that form the envelope of the signal is 
illustrated in the form of characteristics in Figure 2. 

 
Fig. 2. Difference between the multimeter indication voltage and the value determined in the program as a 

function of the number of samples forming the waveform envelope. 
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The results obtained illustrate a significant difference in readings for the relatively small 
number of samples from which the waveform envelope is constructed. Significant 
deformation of the waveform caused by the DAC operation translates into the result of 
multimeter measurement. As can be seen from Figure 2, an increase in the number of samples 
above 60 does not result in a significant reduction in the value of the difference in ∆U 
readings between the multimeter measurement and the values determined in the LabVIEW 
application. 

5. Conclusions 
This paper presents a measuring station with remote operation of measuring instruments. It is 
intended for teaching purposes. During the class, selected aspects of digital signal generation 
are discussed. The shape of the obtained waveform is considered in conjunction with the 
determination of the rms value of the voltage. A program in the LabVIEW environment was 
written to control the station. The program controls the instruments and allows the generation 
of a waveform as a function of the number of samples, with presentation of its shape and 
measurement of the rms value of the voltage. The results presented are those determined in 
the program and measured with measuring instruments 
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Abstract. The surface morphology of titanium implants critically affects their biological 
integration and functionality. This study used non-contact methods to assess how different 
surface treatments influence roughness and biomechanical properties. Ti6Al4V samples were 
treated by sandblasting, etching, and anodization, and analyzed using a confocal microscope 
to measure Rt, Rz, and Rsm. Results showed that combining sandblasting and anodization 
significantly increased roughness, potentially enhancing osseointegration. 
 
Keywords: Dental implants, Roughness, Titanium Alloy, Non-contact measurement 

1. Introduction 
The roughness of titanium implants plays a crucial role in the biological processes associated 
with osseointegration, which is essential for the stability and longevity of the implant. Research 
has shown that increased surface roughness enhances bone-to-implant contact (BIC), thereby 
improving mechanical stability and supporting bone tissue regeneration [1-3]. This effect is 
attributed to the greater surface area and improved cell adhesion. Micro-rough surfaces, created 
through techniques such as sandblasting and etching, exhibit superior osteoconductive 
properties compared to smooth surfaces [4, 5]. Additionally, these surfaces promote 
hydrophilicity, which facilitates protein adsorption and initiates healing processes [6, 7]. 
Surface topography also influences bacterial presence. Studies by Bormann and Kim indicate 
that properly modified surfaces can reduce bacterial colonization, thus lowering the risk of peri-
implantitis [8, 9]. Brüm et al. further demonstrated that biofilm formation varies depending on 
surface roughness, which may impact the long-term success of implants [10]. Other studies 
have focused on advanced surface modifications, such as the application of TiO₂ coatings, 
which improve biocompatibility, wear resistance, and mechanical stability of implants under 
long-term loading conditions [11, 12]. Overall, the appropriate level and quality of surface 
roughness in titanium implants are critical for effective osseointegration, infection prevention, 
and long-term functionality. The aim of this study is to design and apply non-contact 
measurement methods to evaluate the surface morphology of titanium implants and analyze 
how different types of surface treatments affect roughness parameters, which directly influence 
biological integration and mechanical properties. The results are expected to contribute to the 
optimization of implant component design, with an emphasis on long-term stability and 
biocompatibility. 

MEASUREMENT 2025, Proceedings of the 15th International Conference, Smolenice, Slovakia

ISBN 978-80-69159-00-6 81



2. Material and Methods 
For the purposes of this study, the titanium alloy Ti6Al4V was selected as the base material to 
produce dental implants. This material was chosen due to its biocompatibility, high corrosion 
resistance, excellent mechanical properties, and extensive clinical validation in the field of 
implantology. The samples were subsequently subjected to various surface treatment methods 
to evaluate the effect of these treatments on surface morphology. The chemical composition of 
the titanium alloy is presented in Table 1.  
Table 1 Chemical Composition of the Titanium Alloy Ti6Al4V 

C [%] V [%] Al [%] N [%] H [%] O2 [%] Fe [%] 

0.0143 3.9400 6.0200 0.0045 0.0015 0.1100 0.0540 

Surface Topography Measurement 
The surface morphology of the samples was analyzed using a confocal optical microscope, 
Alicona Infinite Focus G5 (Alicona Imaging GmbH, Austria), under stable laboratory 
conditions. Measurements were performed with a 100× objective lens, suitable for detailed 
analysis of microstructures after implant surface treatment. Each sample was measured in four 
quadrants around its circumference to capture possible surface variations. To assess the 
influence of different surface treatments on roughness parameters, the measured values were 
statistically analyzed. Surface topography was evaluated based on the primary profile, focusing 
on Rt, Rz, and Rsm parameters. 

3. Results 
The probability distribution of the surface roughness parameter Rt for different surface 
treatments is shown in Fig. 1. The graph shows that surface treatment significantly influences 
Rt values, with the highest values in sandblasted and etched (P+L) samples and the lowest in 
turned (S) surfaces. Intermediate Rt values were observed in sandblasted (P), polished (L), and 
anodized (A) samples. The Rt value of the base material (Z) is indicated by a dashed line. These 
differences reflect distinct surface topographies, which may affect cell interactions and 
osseointegration in implantology. 

 
Fig. 1. Comparison of the distribution of roughness parameter Rt for different surface treatments of the samples 
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 The probability distribution of the Rz parameter, which is one of the most used parameters for 
quantitative surface roughness evaluation, is shown in Fig. 2. The graph clearly demonstrates 
that surface treatment has a significant effect on the height and variability of surface 
irregularities. While polishing results in lower profile heights, sandblasting increases roughness 
and leads to the formation of more pronounced topography. These differences may influence 
the biological behavior of the surface, such as cell adhesion and osseointegration. 

 
Fig. 2. Distribution of Rz values for different surface treatments 

The graph shows that the highest Rt values (>7.5 µm) were found in samples treated with 
sandblasting and etching (P+L), while individually sandblasted samples (P) had slightly lower 
but still elevated values. The lowest Rt values (1.5–2.5 µm) were observed in turned (S), 
anodized (A), and polished (L) surfaces. Reference samples (Z) showed intermediate values 
around 3.5 µm. These results confirm that surface treatments significantly influence Rt, with 
combined methods producing much higher roughness than individual treatments. 

 

Fig. 3. Statistical comparison of surface roughness Rt between treated and reference samples. 

4. Discussion and Conclusion 
This study confirmed that surface treatment significantly affects the roughness of titanium 
implants. Sandblasting combined with etching produced the highest Rt and Rz values, creating 
a structured topography favorable for cell adhesion and osseointegration. Turned, anodized, and 
polished surfaces showed lower roughness, potentially reducing tissue interaction. Confocal 
microscopy proved to be a reliable non-contact method for assessing microtexture. Statistical 
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analysis of surface deviations improved the objectivity of the results. Interestingly, anodization 
reduced roughness instead of increasing it. Overall, optimizing surface morphology through 
targeted treatments can enhance implant performance, and the applied measurement methods 
are effective for developing biocompatible devices. 
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Abstract. The accuracy of additive manufacturing is crucial for its use in technical and 
industrial applications. Measurement artifacts are commonly used to analyze geometric and 
dimensional deviations in 3D prints. In this study, two artifacts were evaluated - one 
standardized according to ISO/ASTM 52902 and a custom design adapted for efficient 
coordinate measuring machine measurement. Both samples were fabricated using the same 
FDM 3D printing process and tested under the same conditions. The measurement results along 
the X, Y, and Z axes revealed no statistically significant differences between the artifacts. This 
suggests that the custom artifact can serve as a viable alternative to the standardized solution, 
while offering advantages in terms of material and time savings. The findings support the use 
of customized measurement benchmarks for applications that do not require strictly 
standardized accuracy verification. 
Keywords: Additive Manufacturing, Artifact, Dimensional Accuracy 

1. Introduction 
Additive manufacturing holds immense promise for revolutionizing various industries, but the 
accuracy of the fabrication process remains a critical concern. Achieving precise dimensional 
and geometric accuracy is essential for functional parts, particularly in demanding applications 
like aerospace and medical devices[1, 2]. Benchmark artifacts play a vital role in evaluating 
and ensuring this accuracy [3]. These meticulously designed objects incorporate various 
geometric features that challenge the capabilities of AM machines, allowing for a 
comprehensive assessment of their performance [4]. 
The design of the measurement artifact is a critical aspect of the assessment process. It should 
incorporate a range of geometric features that are representative of the types of parts that will 
be manufactured using the additive manufacturing equipment [3, 5]. These features may include 
planes, cylinders, spheres, cones, and freeform surfaces, each carefully selected to challenge 
the capabilities of the additive manufacturing process and the CMM measurement system [6]. 
Furthermore, the artifact should be designed with consideration for the specific additive 
manufacturing process being used [7]. For instance, the orientation of the artifact during 
printing can significantly impact the accuracy of certain features, particularly those with 
overhangs or complex geometries[8, 9].  
The importance of metrology in artifact design is highlighted by the design-for-metrology 
approach, as advocated by Santos et al. [10]. This approach emphasizes the need to consider 
the measurement process during the artifact design phase, optimizing features for accurate and 
efficient measurement with specific tools like CMMs. The work of Vorkapić et al. [11] further 
exemplifies this by presenting a novel benchmark artifact coupled with a dedicated deviation 
measurement method. Rebaioli and Fassi [12] emphasize the need for standardized evaluation 
procedures and a focus on true process repeatability rather than just spatial repeatability. 

MEASUREMENT 2025, Proceedings of the 15th International Conference, Smolenice, Slovakia

ISBN 978-80-69159-00-6 85



 

 

For measuring machine accuracy, standardized measurement artifacts, such as the ISO/ASTM 
52902, are commonly used to evaluate 3D printer capabilities across various axes and geometric 
features. This study aims to compare measurement results of the standardized ISO artifact and 
a newly designed custom complex artifact, both manufactured using the same FDM 3D printer. 
Coordinate measuring machine measurements evaluated deviations in the X, Y, and Z axes. 
Statistical analysis determines if the custom artifact design can serve as an alternative to the 
standardized solution, considering advantages in manufacturing, simplicity, and flexibility. 

2. Methodology 
The methodology for assessing the geometric and dimensional accuracy of additive 
manufacturing equipment using CMM measurements of measurement artifacts involves a 
systematic approach encompassing artifact design, manufacturing, measurement, and data 
analysis. The design of the measurement artifact is a critical step, requiring careful 
consideration of the geometric features that are most relevant to the intended application of the 
additive manufacturing equipment. The artifact should be manufactured using the additive 
manufacturing equipment being evaluated, ensuring that the part reflects the actual performance 
of the machine under typical operating conditions. 
Once the artifact is manufactured, it is then measured using a Zeiss Eclipse coordinate 
measuring machine, which precisely captures the coordinates of points on the artifact's surface. 
A 3mm diameter ruby probe was used for the measurement. The surface scan speed was 3mm/s. 
Planes were measured using a raster and cylindrical surfaces in three sections. These 
measurements are then compared to the nominal values defined in the artifact's CAD model, 
and the deviations are quantified and analyzed. 

 
a)       b) 

Fig. 1. 3D models of the measurement artifacts a) standard artifact based on ISO/ASTM 52902, b) designed 
complex artifact 

The methodology used a standardized measurement artifact designed in accordance with 
ISO/ASTM 52902 (Fig. 1a). The artifact includes several geometric features enabling a 
comprehensive assessment of 3D printing accuracy. A linear feature was used to measure 
distance for the assessment of accuracy in the X and Y planes, and a circular feature was used 
to assess the circularity and accuracy of the diameter of the cylindrical shape. Angular accuracy 
was verified using resolution slotted angle features. Since one of the goals was to also assess 
printing accuracy in the Z axis direction, the artifact also included a vertically oriented linear 
feature and a hemispherical feature, which is used to evaluate shape accuracy in space. 
The proposed complex artifact (Fig. 1b) is designed to meet the basic geometric requirements 
for testing the accuracy and repeatability of additive manufacturing equipment. In addition to a 
spherical model, the artifact should incorporate typical geometric features observed in the 
additive manufacturing process. The artifact should be easily measurable using a coordinate 
measuring machine. Cylindrical elements assess shape accuracy in the XY plane, while steps 
allow evaluation of parallelism in the upper surfaces and Z-axis accuracy. Inclined surfaces test 
the angular accuracy of the device. The sphere and concentric hole are included as positive and 
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negative features, which can indicate shape accuracy and surface quality related to layer 
thickness in the 3D printing process. The complex designed artifact offers advantages such as 
a 35% reduction in material usage and a 40% decrease in production time. However, this design 
requires the development of a more intricate coordinate measuring machine program, which 
may necessitate additional time. Nevertheless, this drawback is offset by the shorter 
measurement duration enabled by the artifact's complexity. 

3. Results 
The dimensional deviations measured on both artifacts—one designed in accordance with ISO 
52902 and the other custom-designed—were statistically evaluated to assess the dimensional 
and geometric accuracy of the FDM 3D printing process using PLA material. All samples were 
manufactured under identical printing parameters and the measured data are shown in Fig 2. 

 
a)       b) 

Fig. 2. Comparison of measured data in the XYZ axes; a) dimensional deviations b) standard deviations 

A one-way ANOVA test was conducted to compare absolute dimensional deviations in the X, 
Y, and Z directions between the two artifacts. The analysis yielded a p-value of 0.215, 
indicating that there is no statistically significant difference between the deviations measured 
on the two artifacts at the 95% confidence level. 
Furthermore, the ISO-based artifact allowed for evaluation of standardized features, such as 
linear distances, circularity, and angular accuracy through resolution slotted angle features. The 
custom artifact offered more flexibility in the design and enabled measurement of features 
positioned more densely in space. However, both artifacts demonstrated comparable results in 
terms of deviation trends and overall dimensional fidelity. 
The largest deviations were observed in the X and Y directions, with peak values exceeding 
±0.2 mm, consistent with known limitations of the FDM process. The Z-axis showed lower 
variability, confirming the layered nature of deposition as more stable in vertical resolution 
(Fig. 2). 
Overall, the results support the use of both artifacts for evaluating the performance of additive 
manufacturing devices, with the ISO artifact providing standard comparability and the custom 
artifact offering adaptability to specific needs. 

4. Discussion and conclusions 
The study findings indicated that the standardized artifact conforming to ISO/ASTM 52902 and 
the customized design both provided comparable data regarding the dimensional accuracy of 
FDM 3D printing utilizing PLA material. Despite the lack of statistically significant differences 
in the measured deviations between the two artifacts, their designs offered distinct advantages. 
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The ISO-based artifact enable standardized and reproducible assessments across different 
laboratories, while the custom artifact provided enhanced flexibility and the capacity to adapt 
to specific measurement requirements or device limitations. In both cases, the well-known 
limitations of FDM technology were corroborated – higher variability along the X and Y axes 
compared to the more consistent Z axis, which can be attributed to layering and thermal effects 
during the printing process. The comparative analysis thus demonstrated that the custom 
artifact, optimized for CMM-based measurement, can serve as an effective and material-
efficient alternative for routine or application-specific accuracy verification. Future research 
could focus on automating the CMM measurement of complex artifacts and exploring methods 
to optimize the measurement program to reduce time without compromising accuracy, as well 
as examining a broader spectrum of additive manufacturing technologies and materials. 
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Abstract. Laser interferometer is indispensable for precision displacement measurements and 
calibrations of linear actuator systems, e.g. precision machine tools, nano-positioning stages 
or semiconductor manufacturing equipments. Compared with Michelson interferometer with 
two optical paths along different axes, the significant characteristic of the common path in a 
Fabry-Perot interferometer enables to minimize the influence of environmental parameters.  
Due to multi-interferences, the conventional Fabry-Perot interferometer (FPI) suffers from 
the non-orthogonal interference signals that lead to possible interpolation errors while higher 
resolutions would be demanded. To improve the phenomenon, a coaxial dual-beam Fabry-
Perot interferometer (FPI) has been developed to facilitate high-precision linear 
displacement measurements in this article.  
By manipulating the polarization state and some specific optical components, the proposed 
interferometer can attain the goal of the coaxial path and orthogonal signals such that the 
above-mentioned concerns will be resolved. Theoretical simulations based on the modified 
innovative optical structure and preliminary experimental testing have revealed that 
orthogonal signals generated in the dual-beam FPI are able to overcome limitations of the 
conventional FPI. Interpolation simulations showed that the measurement accuracy has been 
enhanced by approximately 40 nm with this structure in comparison with the results from a 
conventional FPI. 
Keywords: Fabry-Perot Interferometer, Dual Beam Interference, Polarization, Precision 
Displacement Measurement, Orthogonal Signal, Nonlinearity 

1. Introduction 
Laser interferometers are essential for length metrology in precision mechanical engineering. 
They are employed in precision measurements and positioning tasks, since they provide a 
means for attaining high metric resolution and precision, even over long measurement ranges. 
The versatility and broad applicability of laser interferometers are unattainable using any 
other metrological methods [1]. 
Typical Michelson interferometer or its variants serve widespreadly as measurement modules 
or the reference standard of calibrations in precision mechanical industries [2]. Its dual-beam 
structure provides a pair of sine- and cosine-form signals and the quadrature phase detection 
enables ideal incremental and bidirectional precision displacement measurements [3]. 
However, its reference and measurement beam propagate in different optical paths which can 
cause errors due to different environmental effects in each beam. Obviously that will 
deteriorate the measurement accuracy demanded in nano- or subnanometer order.  
The influence of non-common path can be significantly mitigated by Fabry-Perot 
interferometer which possess the common optical path that will eliminate the errors induced 
by environmental disturbances [4, 5]. In order to solve the problems of both the non-common 
path of Michelson interferometer and the deteriorative orthogonal signals of the conventional 
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FPI, a dual-beam FPI has been developed to promote the measuring performance by 
regulating corresponding polarization states in this study. 

2. Measurement principle and structure 
The optical path sketch and theory of Michelson interferometer, conventional FPI and dual-
beam FPI are briefly described as follows. Because Michelson interferometer is more well-
known, here only the expressions about the interference calculation of the conventional and 
dual-beam FPI are demonstrated.  
Michelson Interferometer 
Michelson interferometer belongs to the most commonly used commercial interferometer and 
its basic optical arrangement is shown in Figure 1. As a dual-beam interferometer with arms 
in different axes, its interference signals vary sinusoidally during the linear motion of the 
measurement mirror. By detecting its quadrant-phase signals, the displacement measurement 
can be achieved by counting incremental signals (I1 and I2 in Fig. 1).  

                                     
Fig. 1 Michelson interferometer                                            Fig. 2 Fabry-Perot interferometer 

Conventional Fabry-Perot interferometer 
The structure of this interferometer [6] is shown in Fig. 2. It consists of a laser source and a 
resonance cavity including the reference and measurement mirror. The light beam is incident 
in the resonance cavity with a nearly perpendicular direction (α ≈ 0) and then the transmitted 
beam is reflected multiple times in the cavity and the emerging beams from the cavity will be 
overlapped one another to form a multiple-interferences phenomenon. 
The intensity of the interference beam can be derived theoretically and expressed in Eq.1, 
assuming that the amplitude of incident light, wavelength, the intensity of penetrating light, 
the reflectance of reference mirror and measuring mirror, the transmittance of reference 
mirror, the resultant transmittance of the optical components and the cavity length are A0, λ, 
I1,2, R1, R2, T, T' and d respectively.  

  𝐼ଵ ൌ 12𝐴ଶ ∙ 𝑇ଶ ∙ 𝑇ᇱ1  𝑅ଶ ∙ 𝑇ᇱమ െ 2 ∙ 𝑇ᇱ ∙ 𝑅 ∙ cos ሺ2𝛿ሻ (1)

 𝐼ଶ ൌ 12𝐴ଶ ∙ 𝑇ଶ ∙ 𝑇ᇱ1  𝑅ଶ ∙ 𝑇ᇱమ െ 2 ∙ 𝑇ᇱ ∙ 𝑅 ∙ cos ሺ2𝛿  𝜋2ሻ (2)

where 

 𝛿 ൌ 4 ⋅ 𝜋 ⋅ 𝑑𝜆  (3)

The phase 𝛿 varies with displacements of the measurement mirror and can be evaluated by 
Eq.3. In the case of R= 25%, λ = 632.8 nm, a simulation result of the interference intensity is 
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shown in Fig. 3 during the length d altered from 0 to 632.8 nm, i.e. two cycles. Evidently the 
interference signals are not sinusoidal and an elliptical fitting is required for the linear 
subdivision of the resolution in nanometer-order. 

 

Fig. 3 Intensity distribution of a conventional FPI 

Dual Beam Fabry-Perot Interferometer 
The modified optical structure of conventional FPI is illustrated in Fig. 4. With this optical 
arrangement, the non-coaxial path of a Michelson interferometer and non-orthogonal signals 
of a conventional FPI can be prevented. The first reflected beam from the reference mirror 
and the second reflected beam from the measurement mirror overlap each other to form the 
interference. The third beam reflected from the reference mirror is not able to pass through the 
polarizer P2 due to the polarization altered by ସ retarder in the resonance cavity as indicated in 
Fig. 4. In principle, it’s the superposition of only two beams as usual interference model and 
the equations for determining the interference intensity is denoted in Eq.4 and Eq.5. An 
intensity distribution in Fig. 5 is the simulation result under the condition of R= 25%. 𝐼ଵ ൌ 𝐼 ∙ cos ሺ𝛿∅ሻ                            (4) 𝐼ଶ ൌ 𝐼 ∙ 𝑐𝑜 𝑠 ቀ𝛿∅ െ గଶቁ ൌ 𝐼 ∙ 𝑠𝑖𝑛 ሺ𝛿∅ሻ                    (5),  here 𝛿∅ ൌ ସୢ  

                    
Fig. 4 Schematic diagram of a dual-beam FPI                  Fig. 5 Intensity distribution of a dual-beam FPI 

 

Fig. 6 Interpolation Simulation Analysis 

3. Signal simulation analysis and experiment 
The interpolation simulation analyses yielded the linearity enhancement of the orthogonal 
signals through the dual beam FPI, as shown in Fig. 6. To verify its orthogonality, it has been 
fabricated shown in Fig. 7 and the practical testing was carried out. The experimental results 
in Fig. 8 demonstrated that the linearity error of the dual beam FPI is ca. 0.96 nm that is 
evaluated by the standard deviation of acquired data. The interpolation error has been 
significantly eliminated.  
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Fig. 7 Optical arrangement of dual beam FPI                             Fig. 8 Experimental signals 

4. Conclusion 
To deal with the non-orthogonal signals caused by multiple interferences in conventional FPI, 
a dual-beam modified FPI has been constructed and analysed in the article. By regulating 
polarization states, the modified interference of a coaxial dual beam FPI can be realized. By 
theoretical simulations and experimental verification, its practical validity and the concerning 
measurement performance have been verified. Simulation analyses and experimental results 
demonstrated that orthogonal signals can be acquired from this novel interferometer such that 
the complicated signal processing for the conventional FPI will be excluded. That would be 
beneficial for the simplification of signal processing modules and the elimination of 
interpolation errors in the conventional FPI where simulation analysis revealed that its 
maximum error could be around 40 nm that could be eliminated by utilizing the dual-beam 
FPI with which the linear error has been reduced to ca. 1 nm. Furthermore, the measurement 
mirror should be altered with a retroreflector e.g. corner cube prism in order to enlarge its 
measuring ranges when the dynamic tilt angles escalate during the linear motion. 
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Abstract. Precise measurements and description of properties are an integral parts of 
metrological standardization. The standardization of neutron sources means the measurement 
and description of their spatial anisotropy. For this purpose, hardware and software have been 
developed to automate the measurement of the anisotropy of neutron sources and especially for 
measurement of neutron detectors response as a function of the angle or angular distribution 
and thus make the work more comfortable and reliable. 
Keywords: Anisotropy, Neutron Sources, Automatization, Ionizing Radiation, Standardization 

1. Introduction 
Neutron sources as reference standards are necessary elements in neutron metrology. Real 
neutron radiation sources are generally not ideally spherical in shape, and neither the active 
matter in them is uniformly distributed. Therefore, for metrological standardization, it is 
necessary to know the anisotropy 𝐹𝐹(𝜃𝜃) in addition to other parameters such as the emission 
rate B Eq. 1. 

𝐵𝐵 =  𝛷𝛷
4𝜋𝜋𝑟𝑟2

       (1) 

Where Φ is a neutron fluence rate in cm-2s-1 at distance r in cm. The anisotropy is a 
dimensionless quantity expressing the dependence of the angular orientation between the 
source, in this case, the neutron source and the detector. The anisotropy 𝐹𝐹(𝜃𝜃) can be determined 
by the equation [1], [2]: 

𝐹𝐹(𝜃𝜃𝑖𝑖) = 2𝐶𝐶(𝜃𝜃𝑖𝑖)

∑ 𝐶𝐶�𝜃𝜃𝑗𝑗��cos��𝜃𝜃𝑗𝑗−1+𝜃𝜃𝑗𝑗�/2�−cos��𝜃𝜃𝑗𝑗+𝜃𝜃𝑗𝑗+1�/2��19
𝑗𝑗=1

    (2) 

Where C [cps] is the count rate from the detector with respect to the angle of the orientation of 
the emitter. To obtain the ideal emission rate Eq.3, the Eq. 2 can simply be inserted into Eq. 1. 
For the purpose of neutron-source anisotropy measurement and last but not least for 
measurement of neutron detectors response as a function of the angle or angular distribution 
(for the spatial dose equivalent - H*10), dedicated electromechanical rotating devices are being 
developed. The main purpose of such devices is to allow measurements of this type to be 
automated.  
Fig. 1 shows a measurement of the anisotropy of a 239Am-Be neutron source (AMERSHAM 
X14 capsule) that was placed in a prism in the laying position during the measurement. The 
prism was sequentially rotated with a step of 1.8° during the measurement [2]. The comparison 
of the measurements, as carried out in the study [2], with the theoretically determined values, 
reveals the deviations in certain areas. 

𝐵𝐵(𝜃𝜃𝑖𝑖) = Φ
4𝜋𝜋𝑟𝑟2

𝐹𝐹(𝜃𝜃𝑖𝑖)     (3) 
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       a)            b) 

Fig. 1. Demonstration of the measurement of the source 239Am-Be anisotropy 𝐹𝐹(𝜃𝜃) and its comparison with the 
Monte Carlo simulation. a) schematic of experimental set-up, b) comparison of measured and simulated 
values.[2] 

2. Subject and Methods 
For the purpose of supporting neutron metrology laboratories and for the standardization of 
neutron emitters, an automated turntable Fig. 2 and associated software was developed.  
Hardware  
The mechanism of the proposed turntable has a height of 227 mm. The maximum load capacity 
is 50 kg. The diameter of the turntable is 350 mm. The rotation of the platter is provided by a 
12 Nm stepper motor of NEMA 34 series (34HS59-6004D-E1000) with built-in optical 
incremental encoder. This type of stepper motor together with the Hybrid Servo Drive HSS86 
provide a capability of 40000 steps per turn which represents a rotation step of 0.009 degrees. 
The driver and stepper motor are powered by a MEAN WELL NDR-240-24 switching power 
supply with a maximum output of 240 W. The driver enables motor control via RS-232 serial 
link and MODBUS communication protocol. The driver also allows control by General-
Purpose Input/Output (GPIO) via pulse, direction and enable signal. The driver also provides 
status indication such as “In position signal” and “Alarm signal” [3], [4].  
Software  
A desktop application has been developed for the purpose of controlling the driver. C# was 
chosen as the programming language. It is a modern, object-oriented programming language 
developed by Microsoft as a part of the .NET platform. It has been designed to be simple, 
powerful and secure. C# is widely used in various types of applications, from desktop 
applications to web and mobile applications. An equally important reason for choosing C# is 
that it is a very popular programming language with a large community of developers. 

3. Results 
A drawing of the overall assembly of the proposed device is shown in Fig. 2. The whole 
structure is made of duralumin material. The stepper motor itself is placed inside the duralumin 
cylinder which also forms the supporting structure of the device. Two axial bearings were used 
to define the longitudinal forces. The stepper motor is connected to the rest of the electronics 
(driver and power supply) by the 4 m long cables, which allows to place this complex 
electronics outside of the main radiation zone. 
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Fig. 2. A drawing of the overall assembly of the proposed device. 

The designed application has two language localizations, Slovak and English, which can be 
switched while the application is running. After start, the application automatically searches for 
the serial port to which the device is connected. The application allows to start the rotary motion 
in two modes, namely position control (controlled in the “Step” section) and speed control 
(controlled in the “Continuous motion” section). For both modes, the rotation speed can be set 
in the angle per second. The application allows to set the current position of the rotation 
mechanism as a reference position (position representing zero rotation angle), by pressing the 
“Starting position” button in the monitor section. The built-in pipeline server functionality 
allows the application to be controlled by scripts, allowing fully automated measurements. 
Pipeline is supported in scripting languages such as C# script, PowerShell or Python. 

 
Fig. 3. Program to control the designed turntable. 
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4. Discussion and Conclusions 
For the purpose of standardization of neutron emitters as well as other measurements in 
laboratories dealing with neutron metrology, a turntable and software for its operation were 
developed. The developed application can be easily extended with additional functionalities 
using scripts such as PowerShell (preferred). Such a script can provide turning of the measured 
emitter, reading of the measured data, for example from a detection system (BSS 7”) and 
recording it in a file. This approach makes it possible to fully automate the measurement and 
thus make the overall work more comfortable. 
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Abstract. Shown classical description of Néel and Brownian rotation of biogenic iron single
domain magnetic nanoparticles (MNPs). They can accumulate in basal ganglia as ferritin in
the physiological and pathological form, i.e. native ferritine (NF) and magnetoferritine (MF),
respectively. MNPs cause shortening of T2 relaxivity of water 1H-nuclei (protons) in MRI of
human brain. Different magnetic properties of ferritine forms affect protons’ relaxation rates.
This behavior is modeled as Monte Carlo simulations via protons random-walk around MNPs
clusters in B0 field. Behavior of modeled free induction decay (FID) signal, as the response
on a single radio-frequency (RF) excitation pulse on water samples with ferritin content of
various form, cluster size, volume fraction, and B0 is presented. These models could be used for
non-invasive monitoring of neurodegenerative diseases progress or their therapy in a future.

Keywords: Ferritin, Magnetic Resonance Imaging, Monte Carlo Simulations, Stochastic Landau-
Lifshitz-Gilbert Equations, Transversal Spin-spin Relaxivity

1. Introduction
The corrupted iron metabolism or its accumulation in non-physiological forms in human body
can imply several pathological conditions, such as increased concentrations of biogenic MNPs
in human brain’s functional and anatomical structures such as basal ganglia. Description of
physiological and pathological conditions accompanied with accumulation of this MNPs in
brain (FYI it is still not known, if it is cause or effect) on physical level, can elucidate as
well as utilize this knowledge for early detection of potential neuro-pathological condition,
or to monitoring of its progress using techniques, which are sensitive to magnetic properties of
investigated samples and are noninvasive, as e.g., MRI, or magnetic particle imaging (MPI).

2. Subject and Methods
Ferritin magnetic nanoparticles as biogenic iron, its physiological and pathological form,
was modeled as spherical magnetic iron-oxide cores in the cavity of NF and MF, respectively,
forming MNPs of core and shell diameters of ≈ 8 and 12nm, respectively. Its physical prop-
erties, not only magnetic, was described previously [1, 2, 3, 4]. Ferromagnetic MNPs of such
size are single-domain, which in the case of room temperature in the water as ambient fluid im-
ply super-paramagnetic behavior and can be described with stochastic Landau-Lifshitz-Gilbert
equations (sLLG) [5]:

∂ m⃗
∂ t = ω⃗ × m⃗− γe

1+α2

{
m⃗×

(
B⃗eff − ω⃗

γe

)
+αm⃗×

[
m⃗×

(
B⃗eff − ω⃗

γe

)]}
, (1)

⃗⃗Ip · ∂ω⃗

∂ t +κω⃗ = µs
γe

∂ m⃗
∂ t +µsm⃗×

(
B⃗0 + B⃗th

)
+ N⃗th, (2)

∂ n⃗
∂ t = ω⃗ × n⃗, (3)
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where B⃗eff = B⃗0 + B⃗an + B⃗th, B⃗0, and B⃗an = 2Km
Ms

(m⃗ · n⃗) n⃗, B⃗th are an effective, an external ho-
mogeneous magnetic (e.g. in MRI), a magnetic anisotropy flux density field, and a thermally
fluctuating magnetic flux density field, respectively. The B⃗th has zero mean and variance defined
as

〈
Bth,i(t)Bth, j(t ′)

〉
= 2α

kBT
γeµs

δi jδ (t − t ′), where δi j is Kronecker delta with indices for Carte-
sian components, and δ (t − t ′) is Dirac delta function. In equation (2) is presented additional
stochastic term as thermally fluctuation torque N⃗th with zero mean and variance of magnitude〈
Nth,i(t)Nth, j(t ′)

〉
= 2κkBT δi jδ (t − t ′) due to thermal motion of water molecules surrounding

MNPs. The symbols n⃗, m⃗ and ω⃗ , ⃗⃗Ip, Km, µs, γe, α , κ , T , kB, Ms ≡ µs
Vm

, and Vm used in above
equations define unit vector of easy magnetization axis, magnetization axis and angular velocity
vectors, particle inertia tensor, magnetic anisotropy constant, magnetic moment of MNP, elec-
tron gyro-magnetic constant, damping parameter, Stokes friction coefficient, temperature, and
Boltzmann constant, saturation magnetization, and volume of magnetic core, respectively.

Solution of the sLLGs, as 6-dimensional stochastic differential equations (SDEs) system
with 6-independent Wiener processes, was obtained using Runge-Kutta-type method for solu-
tion of SDEs with small noise [6]. The N MNP ensembles whit their averaged longitudinal mag-
netization of ferritin MNPs for each B0 and T over N ensembles give dependence ⟨mz⟩N (B0).

The Monte Carlo simulations: Obtained averaged magnetization of MNPs in B0 field was
an input for further Monte Carlo simulations [7] of diffusion of water molecule with 1H nuclei
around such MNP cluster (see Fig. 1b) with volume fraction f in B0 field, for time evolution of
macroscopic sample over Ns spins’ ensemble average of transverse magnetization of accumu-
lated phases of spins m̂xy(tk)≡ 1

Ns
∑

Ns
j=1 exp

[
iφ j(tk)

]
. In diffusion model of water molecule with

1H nuclei spins we simulate their random walk around MNPs clusters. Each cluster consists of
Np ferritin MNPs and is handled as compact structure with its random initial relative rotation and
position to the B⃗0 field, and random initial relative position of Ns

1H nuclei. Discrete jumps of
water molecule with magnitude jump≡

√
6D∆t are defined with the self-diffusion coefficient of

water D at temperature T and time-step size ∆t for spin in radial distance ri and angle θi between
magnetization vector M⃗ with origin in the i-th MNP center in the cluster. Clusters are randomly

orientated in space relatively to the B⃗0. Each spin feels Bz ≡ ∑
Np
i=1

√
5
4

∆ωrr3
m

γp

(3cos2 θi−1)
r3

i
. The

∆ωr =
8π

3
√

5
γpMµ0 is a root-mean-square angular frequency shift at the MNP’s magnetic core

surface in rad/s, with rm, γp, and µ0 as the MNP’s magnetic core radius, proton gyromagnetic
ratio, and vacuum permeability, respectively. The j-th spin in (k+1)-th time step tk+1 = tk +∆t
change phase according φ j(tk+1) = φ j(tk)+∆φ j, where ∆φ j = γpBz∆t.

The T ∗
2 relaxation time, i.e. the transverse spin-spin relaxation time, is further obtained from

the time exponential decay of transverse magnetization signal mxy(t) of Ns
1H nuclei spins en-

semble in macroscopic sample of water and MNPs with volume fraction f of clusters formed
with Np MNPs to the exp(−1) fraction from its maximum value at the beginning of the simula-
tion. These dependencies can be experimentally observed during capturing of FID signal in MRI
receiver coil in specimen of spins excited by π

2 -RF-pulse to the transverse plane. In addition to
the single-pulse excitation sequence, CPMG (i.e. Carr-Purcell-Meiboom-Gill mechanism) se-
quence was also simulated. The CPMG sequence contains phase π-flipping pulses every half of
a specified echo time TE with result in reduction of local inhomogeneities in the external static
magnetic field. Its characteristic time for exponential decay is known as spin-spin T2 relaxation
time.

MEASUREMENT 2025, Proceedings of the 15th International Conference, Smolenice, Slovakia

ISBN 978-80-69159-00-6 98



3. Results
After sufficiently long simulation time of a sufficiently large ensemble of MNPs for both forms
of ferritin, the sLLGs system reached steady state for each B0 field with dependence of aver-
aged longitudinal magnetization over N MNPs on B0 field, ⟨mz⟩N (B0), shown in Fig. 1a. This
dependencies can be fitted with Langevin function for classical paramagnetism.

Averaged steady MNPs’ longitudinal magnetization M⃗ ≡ e⃗z Vm ⟨mz⟩N (B0) enters algorithm
for Monte Carlo simulation of T2/T ∗

2 relaxation times. Their reciprocal values define R2/R∗
2

relaxation rates. The relaxation rate obtained from the simulations with specific Np of MNPs in
cluster, their f , and particular B0 field and TE are shown for NF and MF in Fig. 2.

(a) Averaged longitudinal magnetization over N fer-
ritin MNPs (⟨mz⟩N) from simulation. Shown LSQ
fit as Langevin function of simulation points for
NF and MF MNPs with particle saturation mag-
netic moment (µs); and Langevin function for ex-
perimental saturation magnetic moment.

(b) Considered configurations of MNPs into the
clusters.

Fig. 1: (Color online.) Magneto-ferritin (MF) and native ferritin (NF) magnetic nanoparticles (MNPs)
in external B0 fields and water with temperature T = 300K simulated by the solution of the stochastic
Landau-Lifshitz-Gilbert equations. A Bohr magneton is denoted as µB.

4. Discussion
Presence of ferritin MNPs in native physiological, as well as pathological form strongly affect
water 1H nuclei spin-spin transverse relaxation rates increasing with raising of MNPs volume
fraction f in specimen. The effect is magnified for pathological form of biogenic iron in mag-
netoferritin, which is in accordance with the knowledge that accumulated iron in neural struc-
tures like basal ganglia for neuro-pathological conditions shortens the transverse spin-spin T2
and T ∗

2 relaxation times with amplified negative contrast in T2 weighted MRIs of this structures.
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(a) R2 relaxivity for NF, TE = 5ms. (b) R2 relaxivity for NF, TE = 1ms.

(c) R2 relaxivity for MF, TE = 5ms. (d) R2 relaxivity for MF, TE = 1ms.

Fig. 2: (Color online.) The R∗
2 and R2 relaxation rates of water 1H nuclei affected with the presence of
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Abstract. This paper describes realization of a simple measuring tool for easy, but precise 
investigation of resistance/force conversion characteristics of force-sensitive resistors (FSR) 
by comparative measurements with the help of calibration weights. Due to proposed further 
use of FSRs in measurement experiments with human subjects, only a lower part of the force 
range (up to 250 grams) was investigated. Then, a linearization of depicted FSR’s conversion 
characteristics based on the linear regression was performed. This is important for practical 
implementation into the control program of the currently proposed prototype of a wearable 
multi-sensor working on a photoplethysmography principle. 
Keywords: Force-Sensitive Resistor, Contact Skin Pressure, Photoplethysmography Signal 

1. Introduction 
Optical sensors based on photoplethysmography (PPG) have been successfully used for a long 
time in clinical practice for non-invasive investigation of the human cardiovascular system 
[1]. At present, PPG sensors are increasingly applied for continual monitoring of 
cardiorespiratory parameters during some fitness or sporting activities [2]. The quality of 
sensed PPG waves depends on the actual state of a skin surface and on the applied contact 
pressure force at the site of sensor placement. This is most important in the case of wearable 
multi-channel PPG sensors [3] and smart devices used for monitoring of different vital 
parameters. A lot of studies confirmed the effect of degradation of the sensed PPG signal due 
to too low or too high contact pressure applied on the skin of the finger (wrist) [4]. The 
localized physical pressure can be measured using force-sensitive resistors (FSR) [5]. 
We are focused on mapping of physiological and mental effects of scanning in the magnetic 
resonance imaging (MRI) tomograph on the examined person based on real-time sensed 
multi-channel PPG signals. For this purpose, we realized several prototypes of wearable PPG 
sensors [6]. In the last period, we tried to develop a PPG sensor enabling contact pressure 
force (CPF) and skin temperature measurement where the CPF intensity is measured by an 
FSR component. Before its practical use within the wearable PPG sensor, the resistance/force 
conversion characteristics must be verified by comparative measurements. 
This paper describes the realization of a simple measuring tool and its use for investigation of 
the resistance/force conversion characteristics of two types of FSR components by 
comparative measurements with the help of calibration weights. The developed measuring 
tool can work in the manual mode when the measurement is controlled by an integrated touch 
panel on the output graphical display, or in the semi-automatic mode when the measurement 
process is controlled by an external control device (notebook, tablet, etc.) via wireless BT 
connection. Due to the use of FSRs in measuring experiments with human subjects, only a 
lower part of the force range (up to 250 grams) was investigated. Finally, a linearization of 
depicted conversion characteristics based on the linear regression approach was proposed for 
easier implementation into the PPG sensors’ control program. 
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Fig. 1. Example of resistance/conductance 
vs. force conversion characteristics 
for an FSR element. 

Fig. 2. Principal wiring diagram of the measuring plate
for FSR®400/402 components.

2. Methods and Subject 
2.1. CPF calculation of the FSR elements 

FSR elements are based on the polymer thick film 
which exhibits a decrease in resistance with an 
increase in the force applied to the active surface. 
As documented by an example in Fig. 1, there 
exists a non-linear dependence between the 
resistance in kΩ (or conductance in mS) of the 
FSR and the force in grams. For measurement of 
the applied pressure force based on the FSR, the 
voltage divider using a pull-down resistor R1 is 
usually applied. The actual resistance of the FSR is given as RFSR = R1 × (VCC / VOUT − 1) 
[kΩ], where VCC is applied power supply voltage, and VOUT is an output voltage of the voltage 
divider. To express the force in grams the conductance of the FSR is calculated as GFSR = 
1/RFSR [mS]. The resistance of the used R1 has influence on the output range of VOUT and GFSR 
values. Hence, the parameter GRANGE defined as difference between GFSR values for maximum 
(Fg MAX) and minimum (Fg MIN) applied force GRANGE = GFSR(Fg MAX) − GFSR(Fg MIN) was 
used to describe the final sensitivity of the FSR element. The conductance curve (GFSR) can be 
linearized by one or more-line parts, using a linear regression based on mean square method 
(MSE). To evaluate linearization accuracy, the difference ΔFg between really applied force 
by weights (FW) and determined from the linearized GFSR curve (FLIN) is ΔFg = FW − FLIN 
[gram]. These values are analyzed to obtain basic statistical parameters: minimum, maximum 
(ΔFg MAX), mean (ΔFg MEAN), and standard deviation – std (ΔFg STD) for further comparison. 

2.2. Description of the measuring tool for FSR elements 

The developed prototype of the measuring tool consists of: (1) the Arduino micro-controller 
board Nano v. 3.3 based on the processor ATmega328P with integrated eight 10-bit A/D 
converters, working at 16 MHz1, (2) the BT BLE communication module MLT-BT05, 
working at 2.4 GHz in BT 4.1 standard, (3) the programmable touch control panel EA 
KIT160-6 LEDTP2, (4) the measuring plate for testing of different types of FSRs. All parts 
are supplied via a USB port by a 5 V power bank. For these calibration measurements, a set of 
8 calibration weights 10g-500g in the accuracy class M23 was used. The measuring plate 
enables testing of FSR®400 with 4 mm diameter active sensing area and FSR®402 ones with 
13 mm circle area. If no pressure is applied to the FSR, its resistance is more than 1 MΩ, with 
full pressure applied the resistance is 
typically about 2.5 kΩ 4. The symbolic 
switch of pull-down resistors R1a-e in the 
wiring diagram in Fig. 2 was realized as a 
connection to pins of a parallel digital port 
of the ATmega328P. The capacitor C1 
connected in parallel suppresses possible 
peaks and performs partial integration of 
the analog signal VOUT connected to the 
processor’s A/D converter. 

 
1 http://arduino.cc/en/Main/ArduinoBoardNano 
2 https://www.lcd-module.de/lcd-module/produkte/touch.html 
3 https://www.kern-sohn.com/shop/en/products/test-weights/oiml-m2/354-04/  
4 https://www.sparkfun.com/datasheets/Sensors/Pressure/fsrguide.pdf 
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Table 1. Numerical comparison for using different R1 
values for FSR®402 element type; VCC = 4.98 V. 

Fig. 3. Influence of a push-down resistor R1 
on GFSR for FSR®402; VCC=4.98V. 

The whole measuring tool can work in manual or semi-automatic modes. In the manual mode 
the measurement is controlled via the 160x80 dots display with an integrated touch panel 
connected to the Arduino micro-controller and communicates via the RS-232 interface. The 
measuring parameters (power supply voltage VCC, type of FSR, and R1 value) are set with the 
help of a virtual key on the touch panel. Obtained discrete VOUT and calculated RFSR, GFSR, 
and FMEAS values are immediately shown on the display, without any storing or other 
processing. When the semi-automatic mode is chosen, the Arduino board creates a wireless 
BT connection with an external control device (PC, notebook, etc.) and next works as a 
“slave” device – waiting for commands from a “master” control device and subsequently 
performing requested operations. Setting of measuring parameters and real-time transmission 
of a digitalized analogue signal VOUT is operated wirelessly from the control device. The 
received data blocks can be stored to an external file in the MS Wave form (with 16-bit 
quantization, mono, PCM coding) for further analysis in the Matlab environment. 

3. Experiments and Results 
While both tested FSR types can measure forces to 1 kg, we investigated only the lower part 
of the force range up to 250 grams due to planned mapping of the CPF effect caused by an 
optical part of a wearable PPG sensor. The truncation of the force range originates from real 
conditions of experiments with human subjects, where the CPF applied on fingers is 
practically limited by possible pain or other negative impacts. Therefore, measurements with 
applied 15 force values by weights of Fg = {5, 10, 15, 25, 30, 40, 50, 75, 100, 125, 150, 175, 
200, 225, and 250 grams} were performed only. First, for each applied force the 
corresponding VOUT value is measured manually. Then, in semi-automatic mode, 4-k sample 
data records of VOUT signal sampled at fS = 125 Hz were received and stored. Next, RFSR(Fg) 
relations and GFSR conversion characteristics were calculated with finally denoted 
linearization by the MSE method. This set of measurements was repeated for five values of 
the push-down resistor – R1 = {2.2, 3.3, 4.7, 6.8, and 8.2 kΩ} and two tested FSR types. In 
this way, we finally collect a small database consisting of 2×5×15=150 data records in total. 
Visualization of the influence of the used resistor R1 value on GFSR for FSR®402 type is 
shown in Fig. 3, detailed numerical comparison is shown in Table 1. Partial results of the 
applied linearization of GFSR conversion characteristics are visualized in Fig. 4. Summary 
numerical results of determined features of both tested FSRs are presented in Table 2. 

 
 

 

FSR®402 R1a R1b R1c R1d R1e 
R1 [kΩ] 2.2 3.3 4.7 6.8 8.2 
VOUT

 [V] A) 2.78 2.30 1.60 1.11 0.75 
GRANGE [mS] B) 0.531 0.356 0.248 0.173 0.142 
A) for Fg = 50 grams. B) FgMAX = 250, FgMIN = 5 grams. 
 

 
Fig. 4. GFSR linearization: a) one line for whole range FgL11=<5÷250>, b) two-line parts: FgL21=<5÷50), FgL22 = 

(50÷250> with denoted 95% confidence intervals, c) resulting ΔFg, ΔFgSTD values; FSR®402, R1=3.3kΩ. 
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Table 2. Summary numerical comparison of determined FSR features for R1=3.3 kΩ. 

FSR type Sens. area 
[mm2] 

GRANGE 
[mS] 

Directions kL11; 
kL21/kL22 [×10-4] 

ΔFg MAX 
L1/L1,2 [gram] 

ΔFg MEAN 
L1/L1,2 [gram] 

ΔFg STD 
L1/L1,2 [gram] 

FSR®400 12.57 0.301 7.7; 11/7.1 -12.8/5 1.4e-14/-0.36 7.8/2.9 
FSR®402 122.72 0.356 15; 20/13 -15.6/-9.1 1.4e-12/0.37 8.2/3.6 

4. Discusion and Conclusion 
The developed measuring tool was successfully used in comparative measurements of 
FSR®400/402 components with the help of calibration weights in the range from 5 to 250 
grams and their conversion characteristics were subsequently linearized. The performed 
measurements confirm that the resistance/force characteristics have markedly hyperbolic 
character. Hence, the conductance curve (GFSR) which can be linearized by one or more-line 
parts, was finally used for contact force calculation in the Arduino micro-controller and/or in 
the Windows control application. The preliminary analysis of the influence of the used push-
down resistor R1 on measured GFSR characteristics shows that higher R1 decreases the GFSR 
nonlinearity, but also dynamic range (sensitivity). Therefore, as a compromise choice, setting 
of R1 = 3.3 kΩ was finally used in the main investigation experiment. Both types of measured 
FSRs are constructed with the same technology but differ in the effective size of sensing area. 
For the same reason, they also differ in sensitivity, dynamic range of GFSR and finally, 
different linearization parameters (direction coefficient k11/k21,22) must be applied. The two-
part linearization always produces lower ΔFg MAX, MEAN and ΔFg STD values as documented in 
Table 2. In this case, Fg =50 gram as a border value was used to switch the linearization 
parameters – see Fig. 4a,b, where just about this point the GFSR curve changes its slope. 

In the next research step, both FSR types will be assembled to optical parts of a multi-channel 
PPG sensor which is typically worn on finger(s) and a wrist [6]. When it is necessary to sense 
the PPG wave in a vein or an artery, the size of the used PPG sensor part is greater than the 
finger’s one, so the FSR element with larger sensing area may be applied. Therefore, we will 
map the conversion characteristics of other FSR components – e.g. the FSR®404 type (20 mm 
Donut with 5.5 mm hole) in the near future. 
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Abstract. Our institute is gradually building the modular system of remote access workplaces. 
It simplifies the design of a new didactic workplace. The principles of the system and the process 
of adding a new module are explained in the paper. The software part of the recently designed 
module is oriented towards configurable SCPI communication, where the teacher, as a local 
user, determines the sequence of commands sent to the device. In the hardware part, we used a 
digital multimeter (DMM) with this configurability and an arbitrary function generator. This 
pare of devices allows several measurement configurations. During classes it was employed 
for additional frequency error measurement of a DMM. We received feedback from 40 students 
who appreciated the remote tool as a supporting aid. 
Keywords: Remote Access, LabVIEW, E-learning, Frequency Error of DMM, SCPI 

1. Introduction 
The teacher tries to impart the highest possible level of knowledge to his students. However, 
there are several limitations to the teaching process. Typically, it is the time designated for the 
given taught subject, the recent level of knowledge of the students and their abilities, but also 
abilities of the teacher. In technical disciplines, another aspect is the availability of 
technological resources, while the preparation of didactic equipment is also the task of teachers. 
It is often useful to design own software to work with the devices, which increases pedagogical 
efficiency. 
At our Institute of Electrical Engineering, we have been using various software tools. One can 
just extend MS Excel with macros to collect data from a data acquisition (DAQ) device or create 
a Matlab script when advanced data processing is required. As our team belongs to the 
department of measurement, we have often controlled programmable T&M hardware from 
National Instruments (NI) environments LabWindows and LabVIEW. In more specialized 
cases, like for image recognition or for automated measurement systems, one might prefer 
standard programming languages like C++ or C#. Whatever the tool is, adding a remote control 
to the workplace was a general trend [1] and might bring advantage of reducing some 
pedagogical limitations. Therefore, we gradually expanded our software designs to include 
remote access. 
E-learning represents a modern approach to distance education and a way to enable effective 
studies for people who cannot be present daily. Its importance has grown significantly during 
the COVID-19 pandemic. Specialized Learning Management Systems (LMS) were designed 
years ago, while modern platforms like Zoom or MS Teams supporting remote meetings 
became popular recently due to added interactivity [2]. Learning platforms and team 
collaboration applications are powerful environments for e-learning practices. However, one 
still needs to find a way of establishing remote access to hardware resources relevant to the 
subject matter. 
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In the paper, we present our actual approach and state of development of the system for remote 
access. The system can be employed as a supporting tool for traditional education or also as an 
aid for establishing effective laboratory exercises in the case of distance learning.  

2. Subject and Methods 
LabVIEW has become standard equipment at technical universities. It is based on easy to learn 
graphical programming language G. Still, it is a real programming environment which makes 
programming more convenient for non-IT oriented technicians. It is also rich in libraries 
oriented in measurement and DAQ. For our department of measurement, it was a natural choice 
to build didactic software using LabVIEW. There are more common languages like C++, C#, 
Visual Basic, Java etc. some of them used at our workplace too. So, we would desire to build a 
modular software system where modules designed in different environments might co-exist. 
LabVIEW offers tools and libraries that accelerate design of modern measurement workplace. 
For establishing a remote access there are several strategies [1]: 

a) Remote Panel has been the most traditional approach available for years. In addition to 
configuring the LabVIEW Web Server, it can be activated in the Block Diagram 
window of a standard application via an easy-to-use Web Publishing Tool. 

b) Web Service – supported from LabVIEW version 8.6 also uses built-in Web Server. 
Web Service can be established within the LabVIEW project. It is a more challenging 
approach as HTML with JavaScript parts are needed to form the project front-end.  

c) Third party tools – request extra means (e.g. LabVNC) and experiences but the tool 
might be multiplatform and principally simplifies the task. 

d) G Web Development Software – is a modern and quite recent module that came to 
LabView as a follow-up to the LabVIEW NXG editions. 

Remote Panel is the easiest way for the designer and was our original preference, however, it 
requires LabVIEW Runtime Engine to be installed on client computers. Later, we wanted to 
allow remote access from smartphones, too. Therefore, we started building our own front-end 
in the Web Service project [3]. We decided to create a modular system where a target DoModule 
controls the didactic workplace, and a publishing module called GoProject is responsible for 
data and control distribution (Fig.1). This simplifies migration from one technology to another. 

 
Fig. 1. Simplified structure of remote access system: GoProject is located on a server computer accessible via 

the internet, and DoModules are running on local computers. The green part describes actions needed for 
the development of the new SCPI DoModule. 

Target and publishing modules cooperate in our software system via DataSocket variables, 
which is a network technology available within LabVIEW. GoProject residing on a separate 
server computer can stay immutable when adding a new workplace. This approach simplifies 
designs of a new workplaces and offers software security for target computers. The activities 
needed in the process of development of a new DoModule are shown in green in Fig.1. If we 
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use a standard older module (market generally as A, B, C in Fig.1) working as a state machine, 
most of the system states 1-5 [3] responsible for communication with GoProject do not change, 
only state 5 requires modification in decisions about which state to follow. Within action states 
the control of hardware is realized and a total of 10 of these states were used in the new SCPI 
DoModule. Some action states might be partially inherited like state 6 initializing user buttons. 

3. SCPI workplace of additional error measurement 
There are a number of dedicated university workstations [4] designed for remote access, and in 
the past, we have also developed quite unique modules that run under our modular software 
system. Our recent effort should have been aimed at creating a more flexible workplace using 
common programmable measuring instruments controlled via SCPI (Standard Commands for 
Programmable Instruments) commands. This should make it possible to cover several topics by 
one set-up. The workplace we arranged consisted of two programmable instruments controlled 
from the same PC: single channel arbitrary function generator (AFG) Tektronix AFG2021 and 
digital multimeter (DMM) Agilent 34405A. The way we let a user access both devices was 
different. For AFG the user might set parameters via a Parameter edit line of UI (Fig.2) 
confirmed by AFGout button. Such parameter can be frequency only, or also space-separated 
Low and High voltage levels. The corresponding sequence of SCPI commands is chosen 
automatically by the software. In the case of DMM, there is a submenu behind the Setup DMM 
(1) button. Then it is possible to edit sequence of SCPI commands. In order to evaluate the 
amplitude characteristic, only one command MEAS:VOLT:AC? to measure AC voltage is 
necessary. The system was configured by teacher such that the frequency set on AFG and last 
reply from DMM will be used as data for graph. A point is added to the plot every time the 
Meas button is pressed or the graph data are cleared via the Clear Graph button. 

       
      a)             b) 

Fig. 2. UI of the designed pair of applications: a) DoModule allowing local operation; b) GoProject intended for 
mediating remote connections: in green, comments are added explaining the parts corresponding to 
DoModule controls, and the yellow frame shows the characteristic after processing in MS Excel. 
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4. Results and Discussion 
The SCPI workplace was used in subject Measurement technique 1 of the second year of 
bachelor's studies. The teacher configured a workplace for measuring the additional frequency 
error of DMM. A remote student was guided by Help how to modify frequency and measure 
amplitude. Points were automatically collected by the software and plotted in a linear scale. 
Students were obliged to take notes of measured data and process them into percentual 
frequency error characteristics of DMM considering amplitude measured at 50 Hz for accurate 
reference. Example of such an error characteristic is shown inside yellow frame in Fig.2b. 
A total of 40 students completed the exercise in the proposed remote form. We let them to fill 
out a questionnaire summarized in Table 1. Students formulated a positive attitude towards the 
use of the remote tool as a study support – questions 1 and 2. Opinions differ more when it 
comes to the deployment of distance learning, either for common or unique topics. Correlation 
coefficient RL was evaluated between replies on the first 3 questions vs the last one. One can 
see that the majority of students with a positive attitude to the use of remote tools for a unique 
topic would accept even common laboratories to be taught remotely. On the other hand, there 
is no clear correlation between the last question and the answers that address the tool as a 
support aid. Hypothetically, the cause can be in various motivations with unclear overlapping, 
e.g. one to better understand the subject and the other to save time and travel costs. 
Table 1. Statistical results of a questionnaire filled out by students after the remote exercise. 

Question: How do you like: Replies Score STD RL 

1. if the teacher uses such a remote tool? 39 7.21 2.46 0.11 

2. remote access to a workplace for self-study? 39 7.95 2.11 -0.13 

3. complete unique topic taught only remotely? 38 5.47 2.92 0.85 

4. complete common laboratories taught only remotely? 38 5.01 3.07 ----- 

5. Conclusion 
A new configurable SCPI module was created in LabVIEW to run under our remote access 
software system. It was used during practical exercises for evaluation of DMM additional 
frequency error. From the collected opinions of the students, it emerged that they prefer using 
such a tool as a support aid, while their attitude to exercises performed remotely is not profiled. 
A correlation analyses suggested that there might be different tendencies in student motivations. 
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Abstract. The paper deals with the comparison of Slovak national standards and Czech state 
standards in the field o f i onizing r adiation. I n t his a rea, t he S lovak I nstitute o f Metrology 
maintains 4 national standards and the Czech Metrology Institute maintains 6 state standards. 
The set of quantities, their ranges of values and their combined standard uncertainties repro-
duced by these standards are compared.

Keywords: Ionizing Radiation, Dosimetry, National Standard

1. Introduction
Metrology of ionising radiation is extremely important because it ensures accurate measure-
ment and control of radiation levels, which is essential for various applications in medicine,
industry, research and environmental protection. National standards play the most important
role in the national metrology system. National standards are measurement standards recog-
nised by a national authority to serve as a basis for assigning the values of quantities to other
measurement standards in a given country.

2. Slovak national standards of ionizing radiation
In the Slovak Republic, the Slovak Institute of Metrology (SMÚ) is responsible for the cre-
ation, development and maintenance of national standards. Currently, SMÚ maintains 28 na-
tional standards and 5 measurement standards are in the process of being declared national
standards. In the field of ionising radiation, SMÚ maintains 4 national standards: 1. National
standard of radionuclide activity, 2. National standard of dosimetric quantities of gamma ra-
diation, 3. National standard of dosimetric quantities of X-ray radiation, 4. National standard
of dosimetric quantities of neutron radiation. The quantities, ranges of values and combined
standard uncertainties reproduced by Slovak national standards are listed in Tables 1 – 4.

3. Czech state standards of ionizing radiation
In the Czech Republic, the Czech Metrology Institute (ČMI) is responsible for the creation, de-
velopment and maintenance of state standards. Currently, ČMI maintains 63 state standards and
1 measurement standard is in the process of being declared a state standard. In the field of ion-
ising radiation, ČMI maintains 6 state standards: 1. State standard of radionuclide activity unit,
2. State standard of absorbed dose to water and absorbed dose to water rate of photon radiation,
3. State standard of exposure, exposure rate, air kerma and air kerma rate of photon radiation,
4. State standard of neutron emission from radionuclide sources, 5. State standard of fluence
rate and spectral fluence rate of neutrons, 6. State standard of fluence rate of thermal neutrons.
The quantities, ranges of values and combined standard uncertainties reproduced by Czech state
standards are listed in Tables 5 – 10.
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Table 1: National standard of radionuclide activity [1].

Quantity Range Uncertainty (k=2)

Radionuclide activity (A) (1 – 1.1011) Bq (0,7 – 10) %

Table 2: National standard of dosimetric quantities of gamma radiation [2].

Quantity Range Uncertainty (k=2)

Air kerma (Ka) (1.10−9 – 50) Gy (0,45 – 3,5) %
Air kerma rate (K̇a) (3.10−8 – 50) Gy.h−1 (0,45 – 3,5) %
Ambient dose equivalent (H∗) (1.10−9 – 50) Sv (1,3 – 3,6) %
Ambient dose equivalent rate (Ḣ∗) (3.10−8 – 50) Sv.h−1 (1,3 – 3,6) %
Personal dose equivalent (Hp) (1.10−8 – 10) Sv (1,5 – 2,0) %
Personal dose equivalent rate (Ḣp) (1.10−7 – 1) Sv.h−1 (1,5 – 2,0) %
Absorbed dose to water (Dw) (0,1 – 50) Gy 0,65 %
Absorbed dose to water rate (Ḋw) (18 – 50) Gy.h−1 0,65 %

Table 3: National standard of dosimetric quantities of X-ray radiation [3].

Quantity Range Uncertainty (k=2)

Air kerma (Ka) (8.10−7 – 2.10−2) Gy 1,4 %
Air kerma rate (K̇a) (5.10−5 – 2.10−2) Gy.h−1 1,4 %
Ambient dose equivalent (H∗) (1.10−6 – 4.10−2) Sv 2,5 %
Ambient dose equivalent rate (Ḣ∗) (9.10−5 – 4.10−2) Sv.h−1 2,5 %

Table 4: National standard of dosimetric quantities of neutron radiation [4].

Quantity Range Uncertainty (k=2)

Ambient dose equivalent (H∗) (1.10−7 – 10) Sv 2,1 %
Ambient dose equivalent rate (Ḣ∗) (1.10−7 – 1.10−1) Sv.h−1 2,1 %
Personal dose equivalent (Hp) (1.10−7 – 10) Sv 2,2 %
Personal dose equivalent rate (Ḣp) (1.10−7 – 1.10−1) Sv.h−1 2,2 %
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Table 5: State standard of radionuclide activity unit [5].

Quantity Range Uncertainty (k=2)

Radionuclide activity (A) (1.102 – 1.105) Bq (0,2 – 5) %

Table 6: State standard of absorbed dose to water and absorbed dose to water rate of photon radiation [5].

Quantity Range Uncertainty (k=2)

Absorbed dose to water (Dw) Unspecified1 (0,6 – 2) %
Absorbed dose to water rate (Ḋw) (15 – 50) Gy.h−1 (0,6 – 2) %

Table 7: State standard of exposure, exposure rate, air kerma and air kerma rate of photon radiation [5].

Quantity Range Uncertainty (k=2)

Exposure (X) Unspecified1 (0,6 – 4,3) %
Exposure rate (Ẋ) (6.10−13 – 7.10−4) A.kg−1 (0,6 – 4,3) %
Air kerma (Ka) Unspecified1 (0,6 – 4,3) %
Air kerma rate (K̇a) (7.10−8 – 90) Gy.h−1 (0,6 – 4,3) %

Table 8: State standard of neutron emission from radionuclide sources [5].

Quantity Range Uncertainty (k=1)

Neutron emission (B) (3.104 – 1.109) s−1 0,7 %

Table 9: State standard of fluence rate and spectral fluence rate of neutrons [5].

Quantity Range Uncertainty (k=2)

Neutron fluence rate (Ḟ) Unspecified2 (2 – 6) %
Spectral neutron fluence rate (ḞE) (2 – 6) %

Table 10: State standard of fluence rate of thermal neutrons [5].

Quantity Range Uncertainty (k=2)

Neutron fluence rate (Ḟ) (1,0.103 – 2,9.104) cm−2s−1 3,6 %
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Note.
1 Depends on the exposure time.
2 The upper limit is determined by the emission and the minimum acceptable distance.

4. Discussion
A comparison of measurement standards of radionuclide activity shows that Slovak national
standard provides a wider range of values, while Czech state standard has a smaller uncertainty
interval. Measurement standards for photon radiation are organized differently. While Slovak
national standards are divided according to the type of ionizing radiation, Czech state standards
are divided according to the quantities they reproduce. A comparison of quantities shows that
Czech state standards reproduce exposure and exposure rate that Slovak national standards do
not reproduce. On the other hand, Slovak national standards reproduce ambient and personal
dose equivalents and their rates that Czech state standards do not reproduce. For absorbed dose
in water rate, the range of values is approximately the same, but Slovak state standard has
a smaller uncertainty. For air kerma rate, Czech state standard provides a wider range of values
as well as a smaller uncertainty. For neutron radiation, SMÚ maintains one national standard
and ČMI maintains three state standards. The quantities reproduced by the measurement stan-
dards are different. While Slovak national standard reproduces the ambient and personal dose
equivalents and their rates, Czech state standards reproduce neutron emission, neutron fluence
and neutron fluence rate. An important property of measurement standards is their metrological
traceability. A comparison of the metrological traceability of individual measurement standards
requires a separate study. In general it can be said [6] that most Slovak national standards of ion-
izing radiation are not primary standards but are linked to the measurement standards of ČMI,
the German National Metrology Institute (PTB) and the Austrian Federal Office of Metrology
and Surveying (BEV).
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Abstract. In this paper, the wire misalignment inside the current injection probe during BCI 
testing is analyzed. It is critically examined whether a wire misalignment has a significant 
impact on the total measurement uncertainty and the reproducibility of the BCI test. For this 
analysis, a special fixation for a cable wire inside the current injection probe was developed to 
evaluate different positions of wire misalignment. After measuring the 13 different 
misalignment positions of the wire, the measured data are compared and evaluated. The main 
purpose of this analysis is then to decide if the misalignment has a significant impact on the 
BCI test. 
Keywords: Bulk Current Injection, Wire Misalignment, Injected Current Deviation 

1. Introduction 
In view of the high number of electronic components in modern vehicles (especially in electric 
vehicles), electromagnetic compatibility (EMC) testing of new electronic devices becomes very 
important in the process of introducing new vehicles on the market. Due to the high 
electrification of modern vehicles (for example, sensors monitoring the environment or 
headlamp adjustment), cable wires are mounted inside the whole vehicle. During the standard 
operation of the vehicle, it may happen that interference currents will be induced into these 
wires by other devices, which can cause functional upset or damage to the device connected to 
these wires.  
To assess, if such interference currents affect the proper operation of electronic devices, a 
conducted susceptibility test, also called Bulk Current Injection (BCI) test, must be performed 
as a part of the EMC testing process. The standard ISO 11452-4 prescribes the injection of 
current into the wiring harness of the equipment under test (EUT) via a current injection probe 
in a frequency range from 0.1 MHz to 400 MHz with different current levels applied on the test 
harness [1].  
Due to different limitations (e. g. size of the EUT or stiffness of the wiring harness), the test 
setup must often be modified. These modifications can have a considerable influence on the 
total measurement uncertainty of the BCI test and on the reproducibility of the BCI test within 
the same or by other EMC test laboratories. One of the possible modifications is the 
misalignment of the wiring harness inside the current injection probe. In [2] it was shown that 
above 100 MHz a shift in position of the wire can have an influence on the level of injected 
current in the wire. Therefore, we decided to verify how a position shift of a wiring harness 
inside the BCI current injection probe influences the test result.  

2. Test setup and measurement 
The experiment was set up on a ground plane inside a semi anechoic chamber according to test 
setup in standard ISO 11452-4. The wire used for this measurement was an isolated copper lead 
terminated with a 50 Ω load at one end. At the opposite end of the wire, the EUT was simulated 
by an EMI test receiver used to measure the injected current. The plates (see Fig. 1 right), where 
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Fig. 1. Tested misalignment positions (left) and test setup (right) 

the wire was terminated, were used for RF grounding of the 50 Ω termination impedances. To 
verify whether wire misalignment inside the injection probe had an influence on the BCI test, 
a special nonconductive measurement fixation had been created. This fixation also guaranteed 
that the wire was at the required position during the whole test and the distances between the 
measured positions were still the same. Because the misalignment effects occurred at higher 
frequencies, the frequency range, in which these effects were analyzed, had been set from 
10 MHz to 400 MHz. To analyze in detail the impact of misalignment in the chosen frequency 
range a 1% frequency step was set and a 100 mA injected current was applied on the cable wire. 
During testing, the substitution method was applied to investigate all deviations caused by wire 
misalignment inside the injection probe. The substitution method is a testing process during 
which the current is injected into three different positions of the wire. This should ensure that 
the EUT is tested to the demanded current level in the whole frequency range. Following the 
requirements of standard ISO 11452-4, the injection probe was located in three different 
positions: P1 = 150 mm, P2 = 450 mm and P3 = 750 mm from the EUT resp. in our case the 
EMI test receiver during the measuring process. The applied forward power into the injection 
probe was the forward power obtained during the calibration. This guaranteed that during the 
misalignment verification at each position, the same forward power was applied on the current 
injection probe.  
13 misalignment positions inside the injection probe had been measured at each of the three 
probe positions. This means that a total of 39 measurement runs were performed to analyze the 
misalignment effect on the BCI test. The radius of the nonconductive filling was 20 mm and 
the radial distance between each position was 6 mm. First measured position was the reference 
position in the center of the injection probe (see Fig. 1 left). In this position, the coupling of the 
injected current into the wire should be the most effective because the wire is located in the axis 
of the magnetic circuit of the probe, which is generated inside the probe. Therefore, the 
measured values from other wire positions were compared with the obtained data from the 
reference position. 
The next step in the measurement process was the misalignment of the wire. Because the 
characteristic impedance of the wire depends on the height of the wire above the ground plane, 
different measurement results were expected when comparing data between positions U3 and 
D3 [3].  
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3. Results 
The data obtained from the measurement of the misalignment positions were saved and then 
compared with data from the reference position. The injected current deviation of the 
misaligned position from the reference position for the measured frequency range was then  

    
Fig. 2. Current deviations in probe position P3 for wire positions D1, D2 and D3 (left) and variance current 

deviation in position P1  

    
Fig. 3.  Variance current deviation in probe position P2 (left) and P3 (right) 

in dB. After calculating the injected current deviation for all positions, the deviations were then 
compared with each other. The results of the comparison indicated that there had not been stable 
values of the current deviation above 100 MHz (See Fig. 2 left). So, it was decided, to calculate 
a variance from all deviations in the frequency range from 10 MHz to 400 MHz. This variance 
represents the expected value of the squared deviation from the mean in dB, which was obtained 
during the misalignment testing in the whole frequency range at each wire position and at each 
current probe position. These values were then used to analyze, at which configuration is the 
highest injected current deviation. 
By interpolating the variance data, a simulation model had been created, where the impact of 
the location of the wire inside the probe on the injected current deviation was shown. (See Fig. 
2. right and Fig. 3.). This model shows the misalignment effect on the injected current for all 
three probe positions. The highest deviances are at the inner walls of the injection probe, 
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especially at position U3. If the wire is misaligned to position D3, then the deviance is lower 
than the deviance at U3. This is because the wire at position D3 is closer to the ground plane 
which results in a lower characteristic impedance. Because there is a mismatch between the 
50 Ω termination impedance and the wire (normally, the characteristic impedance for a wire of 
radius 2 mm located 50 mm above the ground plane is 322.5 Ω), each lowering of wire height 
reduces the mismatch, which means that the deviation will not be as high as during the 
misalignment in position from U1 to U3 [4].  
With a closer look at these results in Fig. 2. right and Fig. 3., it could be observed, that the 
deviations are higher in the probe position P2 (450 mm from the EUT). Whereas the maximum 
injected current deviations at position P1 and P3 are below 1 dB, the maximum deviation at P2 
is 1.6 dB, although in real life application the wire will not be so close to the inner wall of the 
probe. This increase in deviation can be caused by the change of the characteristic impedance 
of the wire and standing waves on the wire at this probe position.  

4. Conclusion 
In this paper, the effect of the misalignment of a wire on the injected current was analyzed. 
Although there is no significant impact on the testing process, it still affects the test results, 
because when misaligned, the induced current is almost always lower than when the wire is 
centered. This means that wire misalignment may not have a high impact on the testing process 
when the closed loop method [1] (a testing method, where the forward power applied to the 
current injection probe is regulated to reach the demanded test level) is used. However, 
misalignment may affect the testing process when the substitution method is used.  
It also can have an impact on total measurement uncertainty calculations. Misalignment of the 
cable inside the injection probe is a common problem, because most of the tested cables are 
very stiff and sometimes, they cannot be aligned according to standard. For a misalignment 
error in positions R1, L1, U1 and D1, which normally occurs during measurement, the 
maximum deviation is 0.3 dB. At extreme conditions, with a maximum deviation of 1.6 dB, 
misalignment can increase the total uncertainty value of the testing process. This means that the 
misalignment effect should be also considered to be included in the uncertainty calculation 
process.  
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Abstract. Two nanocolloids with different titanium contents were prepared by magnetron 
sputtering onto the ionic liquid [BMIM][PF₆]. Their magnetic properties were measured using 
a SQUID magnetometer, and their structure was characterized by transmission electron 
microscopy (TEM). The magnetic behavior at 300 K is dominated by a paramagnetic 
contribution. In the low-field magnetic susceptibility measurements, a temperature-
independent contribution was observed in both nanocolloids above ~100 K. TEM analysis 
revealed that increasing the titanium content results in a morphological change of the titanium 
particles from small nanoparticles to larger, rectangular-faceted aggregates. 
Keywords: Titanium, Nanocolloids, Magnetron Sputtering, SQUID Magnetometer,  

Ionic Liquids [BMIM].[PF6], Magnetic Susceptibility 

1. Introduction 
Titanium (Ti), titanium-based alloys and their nanostructures have been among the most 
interesting materials for their applications and research for several decades. Titanium itself and 
its alloys have a ratio of yield and tensile strength to mass higher than traditional structural steel 
materials. Therefore, they found use in the automotive, aerospace and farming industries and 
naval ships, [1]. Ti and its alloys exhibit excellent biocompatibility, [2]. During the last decades, 
the importance of ionic liquids (ILs) in materials research has grown significantly. ILs open 
new routes for environmentally friendly production processes and a future generation of 
functionalized materials and nanostructures, [3, 4]. 
Although titanium metal-based materials are among the most studied materials, there is still a 
lack of information about their properties, namely, at various novel structural and composition 
conditions. Thus, our papers show the preparation of nanocolloids (NCs) based on Ti and 
hydrophobic IL [BMIM].[PF6] and the results of a detailed study of their magnetic and 
structural properties. 

2. Subject and Methods 
Two Ti nanocolloids, NC Ti-L and NC Ti-H, were prepared by magnetron sputtering of high-
purity Ti targets in a vacuum onto the surface of the IL [BMIM].[PF6]. The IL in a glass Petri 
dish was degassed in the load-lock system under vacuum. Before sputtering Ti, the background 
pressure was usually 2 × 10-7 mbar. The deposition was performed at stabilized magnetron 
power of 2 × 250 W and deposition time 250 s and 2000 s for NC Ti-L and NC  
Ti-H, respectively. We estimated the Ti content in the colloids based on experimental 
experience with thin films. It was 382 µg/ml for NC Ti-L and 755 µg/ml for NC Ti-H. 
Microstructural investigations were performed by transmission electron microscopy (TEM) 
using a JEOL 1200FX microscope operating at 80 kV. NC samples for TEM were prepared by 
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placing 2 μl of NC into the center of an ultrathin holey carbon support grid (Ted Pella). 
Excessive IL was washed away by ~6 ml of a 50:50 mixture of acetone and acetonitrile.  
Magnetic properties were measured by the Quantum Design MPMS XL-7 SQUID 
magnetometer. Temperature dependences of the magnetic moment of pure IL and NC samples 
were measured in the zero field cooling (ZFC) and field cooling (FC) modes. DC magnetization, 
M(H), was measured at 300 K and 2 K up to 5.6 MA/m. Every magnetization curve includes 
small (±0.16 MA/m) and noncomplete high (±5.6 MA/m) magnetization loops. The measured 
magnetic characteristics for NC samples were corrected for contributions from the sample 
holder and the pure IL. Samples for magnetic measurements were prepared so that typically 
70 μl of the pure IL or the NCs were injected into a cylindrical plastic capsule and fixed in a 
plastic straw provided by Quantum Design. 

3. Results 
Fig. 1 shows photos of the two nanocolloids, NC Ti-L and NC Ti-H, immediately after 
deposition. The visible color difference between the samples reflects the varying Ti content. 
Both NCs exhibit good homogeneity in the distribution of Ti nanoparticles (NPs). 

 

Fig. 1. Petri dishes containing NC Ti-L (left) and NC Ti-H 
(right) with ionic liquid [BMIM].[PF6] after Ti 
deposition by magnetron sputtering 

 

TEM images of Ti NPs prepared in the IL [BMIM][PF6] are shown in Fig. 2. The left image 
shows a sample with NC Ti-L, displaying individual NPs with an approximate mean size of  
3–5 nm. The right image shows the NC Ti-H sample, with NPs the mean size of 5–8 nm, where 
the NPs form aggregates. 

       
Fig. 2. TEM images of Ti nanoparticles in [BMIM].[PF6]. Left: NC Ti-L. Right: NC Ti-H with larger 

nanoparticles forming aggregates. Inserts show larger rectangular-faceted Ti nanoparticle aggregates. 

In Fig. 3, the corrected mass magnetization Mc (corrected to the sample holder and IL) of the 
NC Ti-L and NC Ti-H samples is shown at temperature (T) of 2 K and 300 K at the applied 
magnetic field (H) of ~ ±6 × 106 Am-1. The dominant influence of the paramagnetic component 
can be observed (linear part curves) for all samples, but for NC Ti-L at 2 K, only at higher 
magnetic fields (Hₐ > 3 × 106 Am-1). Additionally, when the temperature changes from 300 K 
to 2 K, only a slight increase in magnetization is observed in both samples, with a smaller 
increase for NC Ti-H. The insert shows the dependences at low H (±1×105 Am-1). At T = 2 K, 
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a slide magnetization hysteresis can be observed at higher values of H for both NCs. We ascribe 
its origin to the interference of Ti NPs with IL, [5]. 

  

 

Fig. 3. Corrected mass magnetization Mc of NC Ti-L 
(blue) and NC Ti-H (red) samples of Ti NPs 
prepared in [BMIM].[PF6] IL, as a function of 
applied magnetic field H at 300 K (squares) and 
2 K (circles). The insert shows the dependences 
at low H.

The corrected (to the sample holder and IL) ZFC and FC molar magnetic susceptibility χc (per 
mol of Ti) of the samples vs. temperature T measured at 4 kA.m-1 is in Fig. 4. Temperature 
dependence of molar magnetic susceptibility of pure IL is also shown. The insert shows the 
measured magnetic moments data (before the corrections) of M vs. T. All samples could be 
characterized by linear temperature-independent components (TICs) of magnetic susceptibility 
χTIC in the range of (150–300) K. Deviations from the linear dependence of the ZFC 
characteristics in the range of (220–280) K can be attributed to the interaction between the IL 
and Ti NPs during the glass transition of the IL. Thus, the χTIC values of NCs were determined 
only from data in the ranges of (100–200) K to depress the effect of IL glass transition, [6]. 
Positive values of χTIC were obtained for the NCs contrary to IL, which shows diamagnetic 
behavior in a larger temperature range with a negative value of χTICIL = -1.8 × 10-9 m3.mol-1.  
The corresponding corrected (IL, TIC) magnetic characteristics are in Fig. 5, together with the 
estimated value of χTIC for the NCs. NC Ti-L shows negative decreasing values with a decrease 
of T for both ZFC and FC characteristics of χc-TIC at low temperatures. Note that metal titanium 
is a superconductor with critical temperature (0.25–0.50) K under atmospheric conditions, [7]. 
Moreover, for single crystal Ti samples, an antiferromagnetic decrease of magnetic susceptibility 
has been reported at decreasing temperatures below room temperature, [8]. 

        
Fig. 4. Corrected ZFC, FC molar magnetic suscepti-

bility χc (per mol of Ti) of NC Ti-L (blue), NC 
Ti-H (red), and pure IL [BMIM].[PF6] (green) 
samples, versus T measured at the field of 
4 kA.m-1. The insert shows the measured 
magnetic moments data of M vs. T before 
correction.  

Fig. 5. FC corrected (to the sample holder, IL, and 
TIC) molar magnetic susceptibility χc-TIC versus 
T of NC Ti-L (blue), and NC Ti-H (red), 
measured at 4 kA.m-1.

H  (×106 A.m-1)
-6 -4 -2 0 2 4 6

M
c  

(A
m

2 .k
g-1

Ti
 )

-40

-20

0

20

40

[BMIM].[PF6] Ti-L
[BMIM].[PF6] Ti-L
[BMIM].[PF6] Ti-H
[BMIM].[PF6] Ti-H

300 K

2 K

-0.2 -0.1 0.0 0.1 0.2
-1.8

-0.9

0.0

0.9

1.8

Temperature T  (K)
0 100 200 300

χ c  
(×

10
-7

 m
3 .m

ol
-1

 )

-4

-3

-2

-1

0

1

2

0 100 200 300

M
  (

×1
0-

9  
A

m
2 
)

-4

-3

-2
ZFC [BMIM].[PF6] Ti-L
FC [BMIM].[PF6] Ti-L
ZFC [BMIM].[PF6] Ti-H
FC [BMIM].[PF6] Ti-H
ZFC [BMIM].[PF6]
FC [BMIM].[PF6]

Temperature T  (K)
0 100 200 300

χ c-
TI

C
  (

×1
0-7

 m
3 .m

ol
-1

 )

-2.0

-1.5

-1.0

-0.5

0.0

0.5

1.0

FC [BMIM].[PF6] Ti-L
FC [BMIM].[PF6] Ti-H

χTICL
 = 1.92×10-7   

(m3.mol-1 )

χTICH
 = 1.53×10-7   

(m3.mol-1 )

MEASUREMENT 2025, Proceedings of the 15th International Conference, Smolenice, Slovakia

ISBN 978-80-69159-00-6 119



 

 

We assume that a lower value of χTIC for NC Ti-H signalizes lower degrees of charge 
delocalization in the (100–200) K temperature range. However, at lower temperatures, the 
temperature dependence of the FC characteristic for NC Ti-H suggests core electron 
localization. 

4. Conclusions 
Two nanocolloids (NC Ti-L/H) with different contents of sputtered Ti were prepared by 
magnetron sputtering onto ionic liquid [BMIM].[PF6]. TEM microscopy shows that a twofold 
higher content of Ti of NC Ti-H sample leads to a change in the morphology of Ti particles 
from small to larger rectangle-faceted nanoparticle aggregates, and results in larger aggregate 
sizes. Their magnetic properties were measured by a SQUID magnetometer. The magnetic 
properties are predominantly influenced by the paramagnetic contribution, mainly at 300 K. At 
the change of the temperature from 300 K to 2 K, the magnetization changes only slightly more 
for the NC Ti-L. The temperature-independent contribution of χTIC for both NCs dominates over 
~100 K, being (1.92 × 10-7 and 1.53 × 10-7) m3.mol-1 for NC Ti-L and NC Ti-H, respectively. 
The twofold higher content of Ti of NC Ti-H results in a temperature-dependent behavior of 
the FC magnetic susceptibility (Curie-Weiss) below 20 K. 
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Abstract. Optical absorbance liquid filters (OALFs) have been considered as standard 
reference materials (SRMs) for calibrating spectrophotometers used in clinical chemistry 
laboratories, often called in vitro diagnostic medical devices (IVD MDs), which mainly use 
optical absorbance as the basic quantity. Based on an analysis of technical characteristics 
(working wavelength, photometric range, etc.) of IVD MDs, the main criteria for OALFs were 
established. Three new types of OALFs that demonstrate good suitability for use as absorbance 
SRMs for IVD MDs calibration were formulated; they cover 15 of the important wavelengths. 
Preliminary measurements of the chosen OALFs showed some differences between the 
institutes´ results; agreement of the results is inferior for institutes with less experience. Factors 
affecting the accuracy and reproducibility will be investigated and taken into account in the 
next stages of the project. 
Keywords: IVD MDs, Traceability, Reference Material, Optical Absorbance Liquid Filters 

1. Introduction 
Many measuring systems used in clinical in vitro diagnostics (e.g., ultraviolet-visible (UV-VIS) 
spectrophotometers, biochemical analyzers, and immunological analyzers) measure optical 
absorbance in microvolumes of liquid biospecimens as a basic measurement quantity to 
determine the concentration of analyte. Since indirect measurements are mostly used in IVD 
MDs to determine the measurand from other quantities by a measurement model (often a 
formula), each of the input quantity values should itself be metrologically traceable [1-4]. 
Existing standards for medical laboratories [4-7] deal with metrological requirements for 
reference materials, but no requirements are specified for measuring systems or measuring 
instruments. Only recommendation [8] specifies general characteristics of spectrophotometers 
and methods of testing and verifying them, as well as requirements for reference material for 
absorbance. However, this reference no longer meets the current state of the art, and it does not 
provide procedures that can be fully adopted for IVD MDs, where solid glass standards cannot 
be used. 
Metrological traceability is one of the main conditions for the reliability of measurement results 
in laboratory medicine. NMIs need to provide optical absorbance measurement results traceable 
to SI units to accredited calibration laboratories, inspection bodies, and IVD MD manufacturers. 
OALFs can be used to achieve this, but further work is needed. To resolve the issue described 
above, a European Partnership on Metrology (EPM) project, “Establishing European 
traceability for medical measuring devices through optical absorbance liquid filters” (23RPT02 
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ETraceAbs), was started, which aims to develop and study OALFs suitable to provide 
metrological traceability of IVD MDs.  

2. Subject and Methods 
Based on a wide review of modern spectrophotometric analyzers and systems used in laboratory 
medicine, the most important optical wavelengths used for biological material testing were 
defined: 236; 259; 302; 340; 376; 405; 450; 480; 492; 505; 546; 570; 578; 580; 600; 620; 630; 
660; 670; 700 and 800 nm. An absorbance range declared by IVD MDs manufacturer is within 
limits from 0.001 up to 3.0 (corresponding to an internal transmittance of 99.77 % and 0.1 %). 
Analysis of the literature and existing SRMs shows that inorganic water solutions of metal ions 
could be appropriate for the absorbance scale calibration of IVD MDs [9], [10]. However, 
already known SRMs are not characterized for the required wide photometric range and do not 
cover all wavelengths. The main criteria OALFs should meet are: the presence of flat 
absorbance regions (or flat maxima that coincide with the wavelengths at which IVD MDs 
operate) in the range from 220 to 800 nm and high solubility of the components in order to 
prepare solutions with absorbance up to 3. Other criteria were also considered, which related to 
availability, cost, safety issues, stability and chemical properties of raw materials. 
Based on the spectra of individual metal ions, a simulator was prepared in Excel to model the 
spectral characteristics of aqueous solutions containing various components in different 
concentrations. Using this simulator, numerous spectra of solutions with different metal ions in 
different concentrations were modeled. It was concluded that a flat absorbance curve covering 
the entire range from 220 to 800 nm cannot be obtained from the common metal ions. However, 
three solutions with overlapping spectral ranges were chosen as promising for further research. 
Source chemicals used for the preparation of solutions are nickel(II) nitrate hexahydrate, 
chromium(III) nitrate, cobalt(II) nitrate, copper nitrate, nitric acid, nickel(II) sulfate, potassium 
dichromate, and sulfuric acid. OALFs were prepared by dissolution of the source chemicals 
(reagent grade) in ultrapure water with the addition of acid (see Table 1). Test measurements 
of the spectral characteristics of the prepared solutions, performed at SMU, confirmed good 
agreement between the simulator output and spectra of the prepared solutions.  

 
Fig. 1. Spectral characteristics of three types of OALF of 5 concentrations (MK3-0, MK4-0 and UA3-0 have 

the highest concentration; MK3-4, MK4-4 and UA3-4 have the lowest). 

For the purpose of preliminary measurements, the three solutions mentioned above with 5 
different concentrations were prepared by SMU, packaged into plastic bottles, and delivered to 
SMU, UMTS, PTB and Aalto. The main aims of these preliminary measurements were to 
develop skills and procedures for the handling of OALFs and to test the measurement 
capabilities of the mentioned NMIs for OALFs. The estimation of uncertainty for these 
measurements will be established later when a thorough study of the solutions is finished. Each 
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NMI performed measurements on its double-beam high-performance spectrophotometer (see 
Table 2) with a thermostabilizing system under agreed conditions: spectral bandwidth 1 nm, 
sample temperature 20ºC, integration time 1 s, scanning step 1 nm. Spectral characteristics of 
solutions MK3, MK4, and UA3 measured by SMU are shown in Fig. 1  
Table 1. Concentrations of other ions relative to nickel concentration for the proposed OALFs. 

 Ni2+  Cr3+ Cu2+ Cr2O7
2- 

MK3 1 0.479 0.133 0.0328 - 
MK4 1 - - - 0.00229 
UA3 1 1.998 0.519 0.952 0.00485 

Table 2. Spectrophotometers used for preliminary measurement. 
NMI  SMU PTB UMTS Aalto 
Instrument model  Cary 4E Cary 5000 SHIMADZU 3600i Plus Cary 7000 

 
Fig. 2. Relative absorbance difference [%] for 5 concentrations of three types of OALFs related to the mean 

value (the green dotted lines are used only to indicate the deviation of 1%). 

3. Results 
Results of preliminary measurements were estimated for all three solutions with 5 
concentrations in the entire spectral region by the relative difference of each NMI’s values 
related to the mean value of four NMIs (Fig. 2). 
From the 21 wavelengths of interest, proposed OALFs cover 15 wavelengths, which exceeds 
the project target of 10 wavelengths covered. 

4. Discussion and Conclusions 
Figure 1 shows that the selected solutions do not behave exactly like a neutral filter, which is 
due to the properties of the metal ions used. As a result, at those wavelengths that fall on the 
steep slope of the spectral absorbance of the solution, it is not possible to establish the 
absorbance values very accurately. 
The analysis of the data presented in Fig. 2 shows the better consistency of the data of the three 
institutes (SMU, PTB, and UMTS), which already have extensive experience in measuring 

MEASUREMENT 2025, Proceedings of the 15th International Conference, Smolenice, Slovakia

ISBN 978-80-69159-00-6 123



 

 

OALFs. However, the reason for the differences is still unknown at this stage of the study. 
Possible influencing factors are potential extreme temperatures of the solutions during 
transport, storage conditions, the correct measurement of the baseline for measurements (this 
has a significant impact especially, for low concentrations), the stability of the 
spectrophotometer and the temperature of the solution during the entire measurement time, the 
operating procedure, the human factor, the NMI experience with OALFs measurements, etc. 
This will be addressed in the following stages of the project, involving a very thorough analysis 
and investigation of all factors that may affect the measurement accuracy of the absorbance for 
OALFs, as well as the development of a detailed guide for the technical assessment of the 
measuring system, a description of the preparation and measurement process, measurement 
conditions, etc. 
Overall, the three selected solutions demonstrate good suitability for use as absorbance SRMs 
for IVD MDs calibration, although with certain limitations that should be clearly specified and 
explained in the OALFs instructions for use. For the absorbance values uncertainty budget 
estimation, all contributing components should be established and studied, as well as 
temperature and spectral bandwidth dependence, short- and long-term stability, etc. 
Preliminary measurements have revealed a number of factors affecting the accuracy and 
reproducibility, the influence of which will be investigated and taken into account in the next 
stages of the project. The discrepancies in the measurement of very high and low absorbance 
values of OALFs were expected. Each of the participants involved in preliminary measurements 
confirmed their capabilities in measuring this type of sample. 
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Abstract. A model describing the operation of semiconductor recombination sensor structures is 
proposed. The relationship between the illumination intensity of the sensor and the photocurrent 
changes is established. This approach enables the correlation of photocurrent, effective adsorbed 
charge, surface band bending, illumination intensity in specific zones, and recombination parameters 
at the interface. Additionally, a method for obtaining supplementary experimental information about 
the analyte from photocurrent measurements under varying illumination intensities is proposed. 
Keywords: Recombination Sensor, Interfacial Charge, Analytes, Photoresponse, Surface 
Recombination. 

1. Introduction 
The development of modern sensor systems is associated with the search for efficient sensing 
elements characterized by high sensitivity, selectivity, and compatibility with existing technological 
solutions [1]. If a sensor operates based on a novel transducer principle and employs an interaction 
mechanism that has not been previously used for the detection of specific substances, it can enhance 
the sensitivity and selectivity of detection and provide additional information beyond that obtained 
from existing sensors. The operating principle of recombination-type sensor structures is based on 
controlled and reproducible changes in the recombination properties of the semiconductor surface 
interface induced by adsorption. The measured parameter is the photocurrent of a silicon wafer with 
a deep barrier under illumination with a high absorption coefficient [2]. The photocurrent is 
determined by the physicochemical state of the interface and can vary by 2–3 orders of magnitude 
due to adsorption. Owing to their unique properties, recombination-type sensors hold significant 
potential for human health monitoring, particularly for detecting enzyme activity in biological fluids. 
Moreover, they are capable of distinguishing carbon nanotube modifications and can be integrated 
into complex sensor systems, such as "electronic nose" devices, for analyzing a broad range of 
compounds. Direct detection of enzymes using such structures is a promising approach; however, its 
implementation is complicated by the lack of fragments with a pronounced dipole moment in 
biomolecules. Instead, enzyme activity can be determined indirectly by analyzing reactions in which 
enzymes act as catalysts [3]. In a given environment (e.g., at a constant pH), if reagents change their 
effective charge, conditions for their detection may arise. The specificity of detecting certain 
biomarkers is related to the fact that intermediate reaction products contain fragments with dipole 
moments and exhibit activity in modifying the band bending near the surface, as well as influencing 
the recombination center parameters at the interface. Considering the multistep nature of the chemical 
processes accompanying enzymatic reactions, it is necessary to increase the volume of information 
obtained about the analyte. For this purpose, a combined use of modulated and constant illumination 
or a constant voltage may be applied. Portable versions of such sensors can be integrated into 
automated systems for monitoring human health and controlling environmental parameters using ad 
hoc measurements [4]. 
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2. Physical Principles of Operation of the Recombination Sensor 
Let's consider the modeling approaches that describe the operation of a silicon sensor Fig. 1. Assume 
that the initial band bending is zero in the absence of contact with the analyte (Ys0 = 0) and that 
adsorption induces an effective charge (Qef > 0) near the SiOx/Si interface. This results in a change in 
electronic band structure bending (Ys) and the photocurrent through the sensor. An increase in charge 
(Qef > 0) (and the corresponding increase in Ys) initially leads to hole depletion, followed by a 
transition to intrinsic conductivity and accumulation in the near-surface region of the sensor. Let the 
intensity of the probing illumination define the injection level of nonequilibrium carriers (Δp = Δn) at 
the plane corresponding x=L (edge of space charge region). From the first integral of the electro-
neutrality equation and Gauss’s theorem [6], it follows that 

 , (1) 

where no and po equilibrium concentrations of carriers in p-Si . 

 
Fig. 1. Energy diagram of the near-surface region of a recombination sensor based on p-Si 

In the case of a single energy level at the interface, the effective recombination rate Ssurf 
according to Stevenson- Keyes theory [5], is  

 𝑆𝑆(𝑌𝑌𝑠𝑠) = 𝑐𝑐𝑝𝑝𝑐𝑐𝑛𝑛𝑁𝑁𝑡𝑡(𝑝𝑝0+𝑛𝑛0+𝛥𝛥𝛥𝛥)

𝑐𝑐𝑛𝑛(𝑛𝑛𝑠𝑠(𝑌𝑌𝑠𝑠)+𝑛𝑛𝑖𝑖exp (𝐸𝐸𝑡𝑡𝑖𝑖𝑘𝑘𝑘𝑘))+𝑐𝑐,𝑝𝑝(𝑝𝑝𝑠𝑠(𝑌𝑌𝑠𝑠)+𝑛𝑛𝑖𝑖 exp�−
𝐸𝐸𝑡𝑡𝑖𝑖
𝑘𝑘𝑘𝑘�)

, (2) 

where Δp = Δn is the injection level, cn cp are electron and hole capture cross-sections, nt is 
intrinsic carrier concentration of silicon, Nt is the concentration of recombination centers, Et is 
the energy level of the recombination center, ns=noexp(Ys/kT) and ps=poexp(-Ys/kT) are relations 
between surface and bulk carrier concentrations. Equation (2) enables the analysis of injection 
regimes over a wide range. The photocurrent generated in the p-type base, which serves as the 
sensor signal, is expressed as [2].  

 𝑖𝑖 ≅
1+ 𝑠𝑠(𝑌𝑌𝑠𝑠)

𝛼𝛼(𝜆𝜆)𝐷𝐷

𝑠𝑠(𝑌𝑌𝑠𝑠) 𝑙𝑙𝐷𝐷𝑠𝑠ℎ�
𝑑𝑑
𝑙𝑙�+𝑐𝑐ℎ�

𝑑𝑑
𝑙𝑙�

, (3) 

where α(λ) is the absorption coefficient in silicon, l-diffusion length of minority carriers, d -
thickness of the base region (silicon wafer), D-diffusion coefficient, λ-wavelength. A self-
consistent solution of (1)–(3) enables a simplified mathematical model describing the operation 
of the recombination sensor. The variation of the photocurrent must be expressed in terms of 
the effective charge near the surface Δi(Qef)=i(Ys)-i(Ys0). 
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3. Analysis of Results 
Using (1)–(3), we calculate the dependence of the photocurrent on the adsorbed charge at 
different illumination intensities and analyze its characteristic features. 

       
a)                                                                            b) 

Fig. 2. a) Dependences of the surface recombination rate on the injection level (illumination intensity used for 
scanning): 1) 1e2 1/cm³, 2) 1e4 1/cm³, 3) 1e7 1/cm³, 4) 1e8 1/cm³, 5) 1e9 1/cm³; b) Dependences of 
the photocurrent of the buried barrier structure on the effective positive charge Qₑf adsorbed on the 
sensor surface for different injection levels Δp = Δn (illumination intensity parameter): 1) 102 cm – 3 , 
2) 104 cm – 3 , 3) 107 cm – 3, 4) 108 cm – 3; parameters of the silicon sensor: cn=cp = 10-12cm², Nt = 10¹¹ 
1/cm², Et = 0.05 eV, p0=1015 cm – 3, d ≈ l = 200 μm, λ = 532 nm (α(λ) ≈ 10000  1/cm). 

As follows from Fig. 2a, with increasing injection level, the recombination rate Ssurf drops, and the 
shape of the curves changes significantly. The condition for the maximum Ssurf when nₛ and pₛ are 
equal, is now satisfied at larger energy band bending. The reduction in recombination within the 
depletion region (7–13 kT) is associated with an electron depletion, while in the inversion region (15–
22 kT) it is caused by a hole deficit. Fig. 2b shows the variation of the photocurrent (for a fixed Qef, 
the band bending and injection level are uniquely related by (1)). Thus two different analytes with Q 
ef1 and Q ef2 (horizontal arrows in panel b) will correspond to distinct sets of photocurrent values. To 
experimentally determine these values, it is necessary to measure the photocurrent amplitudes under 
multiple surface scanning conditions using light with varying injection levels Δp = Δn. This provides 
more information about the analyte and enhances detection probability. Since a substantial increase 
in illumination intensity may reduce the sensor's efficiency, employing a set of measurements is 
preferable. In practice, the optimal injection level range can be easily selected by adjusting the 
radiation source power (LED or laser) within 10 to 50 mW. 
Let's consider the experimental results of enzymatic reaction studies using two probing 
intensities. Fig. 3 demonstrates the effect of illumination intensity on the spatial distribution of 
the sensor signal. A comparison of these distributions experimentally confirms the theoretical 
assumptions. Thus, the proposed analysis enables a more effective detection methodology. This 
approach represents a universal method for evaluating the performance of recombination-based 
sensors and allows estimating the sensor signal for a given substrate conductivity type, doping 
level, and recombination center parameters at the interface. 
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a)                                   b)                                 c)                                          d) 

Fig. 3. Photocurrent distribution maps illustrating the reaction catalyzed by the enzyme alanine 
aminotransferase (transaminase) under variable illumination intensity: a), b) — before mixing the 
reagents; c), d) — after mixing; λ = 532 nm; b), d) — 10 mW, and a), c) — 50 mW. 

4. Conclusions 
A mathematical model was developed to describe the operation of a silicon-based recombination 
sensor under various injection levels corresponding to different illumination intensities. It takes into 
account the interplay between surface recombination processes, band bending, and the influence of 
adsorbed charge, enabling a comprehensive analysis of the sensor's photocurrent response. Based on 
this model, an experimental methodology is proposed to acquire additional information about the 
analyte by measuring the photocurrent under variable illumination conditions. This approach 
enhances the sensor's analytical capabilities, improving both sensitivity and selectivity through 
controlled modulation of carrier injection levels. 
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Abstract. The work presents experimentally measured surface temperature of a solid body using 
the Raman effect. In particular, the study experimentally determines the influence of the 
irradiation angle on the measurement results, which helps address existing concerns regarding 
the prospects of the method and its potential for metrological certification. 
Keywords: Raman Effect, Temperature Transducer, Uncertainty 

1. Introduction 
Modern contact thermometry achieved considerable progress in the measurement accuracy [1-
3]. However, this progress is related to large objects. Modern thermometry is investigating the 
methods of measuring temperature in the realm of microworld. All countries that have 
embraced nanotechnology recognize the necessity of advancing metrology to keep pace with 
this rapidly evolving field. The application of laser-based optical temperature measurement 
methods [4] allows reducing the thermometering zone size to tens of micrometers. 
In the field of optical metrology, the key challenge is the development and implementation of 
new measurement methods and the identification of conditions necessary to meet the demands 
of next-generation advanced manufacturing. For instance, by applying a method based on light 
combination scattering, we can study temperature distribution in microelectronic components 
with micron-scale resolution. 
However, the metrological aspects of this method remain insufficiently explored due to its 
novelty and uniqueness. In particular, the impact of the irradiation angle on temperature 
measurements has not been thoroughly investigated. 
The goal of this work is determining the maximum permissible angle between the laser beam 
and the object under test for Raman thermometry. 

2. Subject and Methods 
The ability to detect a signal associated with temperature changes in the studied sample, as well 
as the result interpretation, depends on the applied measurement methods and the knowledge 
of the sample's geometric parameters. 
Within Raman method the temperature measuring can be conducted by the ratio of intensities 
of Stokes (Is) and anti-Stokes (Ias) components in spectrum. There is distinct temperature (T) 
dependence of ratio of intensities of Stokes (Is) and anti-Stokes (Ias) components of dispersion 
light which is determined through appropriate currents of the photo transducer – іs, іas [4-6]: 
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where,  c is speed of light, h is Plank’s constant, k is Boltzmann’s constant, νі is wave number 
of incident photons, cm-1; ν0 is Raman shift frequency, cm-1. 
Experimental researches were conducted on a calibrated optical bench. The reflected spectrum 
from the sample was recorded by HS 102H camera in vertical binning mode and stored digitally 
using the PCI-Line program. SL03/1 laser with the wavelength of 632 nm was used as the 
source of light. All data processing was done in Python.  
The temperature determination formula does not account for influencing factors such as the 
shape, surface irregularities of the sample, or the angle of incidence and reflection of radiation. 
Additionally, it is impossible to position the equipment perfectly perpendicular to the object 
under test. Plates (particularly thin semiconductor single crystals) typically exhibit certain 
deviations from the ideal plane-parallel form due to the specifics of cutting, grinding, and 
polishing processes, as well as the challenges in controlling geometric parameters during the 
technological process. Post-process inspection only records the presence and degree of non-
ideality, but reprocessing the plates to eliminate these imperfections is almost never performed. 
Therefore, the interpretation of result of laser probing depends on knowledge of the geometric 
properties of the investigated object. Neglecting geometric features sometimes leads to the 
detection of fictitious micro- and macro-objects in single crystals (e.g., regions of "anomalous" 
light absorption, "wave-like" impurity distribution, etc.) [4, 5]. 
Various deviations from the ideal shape affect the interaction of light differently. For example, 
when a laser beam interacts with a thin semiconductor single-crystal plate, light interference 
occurs. However, its manifestation in the reflected beam can correspond to any of the possible 
scenarios constrained by boundary conditions—ranging from interference in an ideal plate to a 
degenerate regime with multiple internal reflections of laser rays without interference. Within 
a single crystal with the diameter of 75–150 mm, the full spectrum of these possibilities may 
sometimes be observed. We will experimentally examine certain typical features of the 
influence of the geometric shape of plates and the angle of the installed equipment, which 
introduce significant impact onto the measurement results. Wedge-shaped deviation (non-
parallelism of surfaces) implies a variation in plate thickness along an arbitrary direction and is 
characterized by the angle φ between the surfaces. For small angles (≤10⁻³ degrees), it can be 
approximated as tgφ ≈ φ ≈ dh/dx. The thickness variation can be either monotonic (non-random) 
or non-monotonic (random). In former, the entire plate exhibits a wedge shape, whereas the 
latter requires measuring local wedge deviations across the entire surface (or at multiple points) 
and determining the root mean square value to describe the plate's shape. The magnitude dh/dx, 
which characterizes the random wedge deviation of plates (with two polished surfaces) made 
of monocrystalline silicon and other semiconductors, is relatively small, ranging from 10⁻⁶ to 
10⁻⁴. For Raman scattering spectra, the influence of the wedge-shaped sample on the 
measurement results is minimized by simultaneously reading the Stokes and anti-Stokes bands 
and comparing them for thermometry purposes. Therefore, for the Raman method, this 
deviation does not pose a significant issue. 

3. Results 
To assess the impact of sample wedge deviation on measurement results, an experimental 
temperature determination was conducted using the Raman scattering method for a silicon plate 
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with the thickness of 2 mm and the wedge deviation of dh/dx = 10⁻⁵, as well as for a silicon 
plate of the same thickness with the wedge deviation of dh/dx = 10⁻³ (≤1 degree). 
The obtained Raman spectra were used for the experimental determination of the measurement 
error of temperature due to the wedge-shaped deviation of the investigated sample. 
The calculated temperature value for both samples was determined using (1) with the reference 
temperature of 23°C. It showed that the influence of the plate's wedge-shaped deviation on the 
Raman spectra does not exceed 0.01% compared to the plane-parallel sample. 
In measurement praxis this error can be considered negligibly small. Other components of the 
measurement error are more significant. However, the angle of incidence and reflection is not 
determined solely by the wedge-shaped plate. It is more often associated with the equipment. 
The geometric dimensions of the laser and the mounting components of the spectrophotometer 
make it impossible to use an optical fiber to transmit laser radiation and read the reflected 
optical signal through a fiber optic channel. That problem, related to determining the optimum 
angle between the laser beam and the optical fiber head. This problem was solved 
experimentally.  
To assess the numerical value of the temperature measurement error, a series of spectral 
measurements were performed for three different materials (synthetic diamond, silicon crystal, 
and carbon nanotubes) and for two different temperatures see Fig. 1. 

 

 
Fig. 1. Dependence of temperature measurement error on the angle between the laser and the investigated 

object (A - temperature 20°C; B - temperature 70°C).  

4. Discussion 
From the obtained experimental data, it is not possible to determine a single optimal angle 
between the laser beam and the investigated object with absolute certainty. However, a clear 

A) T=20°C 

B) T=70°C 
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trend is observed in both graphs, indicating that the measurement error remains relatively low 
and stable for angles up to approximately 50-55°. Beyond this range, a sharp increase in 
measurement error is evident, particularly for angles greater than 60-65°. This suggests that 
while minor variations in the angle within the lower range do not significantly affect the 
measurement error, deviations beyond 60° introduce substantial error. 
The analysis of different materials – diamond, monocrystal, and nanotubes – reveals that despite 
some variations in individual data points, all three materials exhibit a consistent pattern of error 
increase at higher angles. The approximation curve further supports this observation, 
demonstrating a gradual rise in error up to 50-55°, followed by an exponential increase beyond 
60°. The underlying cause of this behavior may be attributed to changes in the interaction 
dynamics between the laser beam and the material surface, including increased scattering 
effects and possible misalignment of the reflection path at steeper angles. 

5. Conclusions 
The geometric dimensions of the samples have a significant impact on the interaction results. 
Even minor deviations from an ideal flat surface may lead to irregularities in beam reflection, 
particularly at larger angles, increasing measurement error. This is especially critical for laser-
based temperature measurement techniques, where precise alignment is essential for 
minimizing errors. These findings emphasize the importance of maintaining the laser-object 
angle within an optimal range, ideally below 60°, to ensure reliable and accurate data 
acquisition. Future studies can explore the effects of surface roughness, material absorption 
properties, and alternative optical configurations to further refine the optimal angle range for 
such measurements. 
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Abstract. Train on-board system calculates its speed based on values provided by several 
sensors. This work deals with a hypothetical case where the speed is estimated throughout 60 
seconds during braking. Information from five sensors characterized by different error models 
is fused in three ways: mean, median, and the weighted method. Although the weighted method 
is the most complex, it exhibits the best fit to the reference value. 
Keywords: Train Speed Estimation, Weighted Data Fusion, Measurement Uncertainty 

1. Introduction 
The train speed estimation is crucial for safe driving. Currently, the broadly launched European 
Train Control System (ETCS) uses several speed sensors simultaneously to obtain the most 
reliable estimate. None of these is perfect. Wheel sensors are sensitive to slips and slides. The 
estimates rely on wheel diameters, which decrease with distance. The Doppler radar suffers in 
winter, when snow disturbs its correct working. Accelerometers exhibit drifts. Satellite systems 
like GPS do not work correctly in canyons and tunnels. Other methods can also be used, but 
they have their inherent weaknesses, too [1, 2].  
This work aims to compare fusion methods used for estimating train speed. It is based on 
synthetic data illustrating working in nominal conditions, where no sensor provides a value 
significantly different to the reference one. 

2. Subject and Methods 
A hypothetical train movement is considered. Let the train pass over a balise at a speed of 100 
km/h. Then the driver starts braking with deceleration shown in Fig. 1 as the green curve. The 
speed of the trains decreases as it is seen in the blue curve. This speed is treated as the reference 
during further analysis. It is also assumed that speed offsets of sensors are zeroed while passing 
over the balise. This assumption is not totally in line with real situations where only distance 
offsets are zeroed. 
The train is equipped with five sensors: an accelerometer, two wheel sensors (WS1 and WS2), 
Doppler radar, and GPS. The accuracy of the sensors is modeled in Table 1. Values used during 
simulations are typical for railway applications. The maximum permissible errors are after the 
technical notes, while the values used for speed estimations are about 70 – 80% of the maximum 
errors.   
The measurements are taken every 100 ms. For each sample and each sensor, the speed is 
calculated. Additionally, the random and systematic errors are estimated. If needed, the random 
errors are joined using the root of the sum of squares, while the systematic errors are the sum 
of absolutes. Finally, the standard uncertainty (u) is calculated as [3] 

 𝑢𝑢 = �𝜎𝜎2 + ∆max
2 /3, (1) 
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Fig. 1. Deceleration and speed profile used during simulations as the reference values and values provided by 

the accelerometer with their permissible errors. 

 
Fig. 2. Speed of sensors with permissible errors and reference values. 

Table 1. Models used to simulate errors of sensors. The symbols used: a – deceleration; v – speed; 𝑁𝑁(𝜎𝜎2 ;𝑥𝑥�) 
– random variable having the normal distribution with the variance of 𝜎𝜎2  and the expectation of �̅�𝑥; 
G – gain error; x0 – offset. 

Sensor Error model 

Accelerometer 𝑎𝑎 = 𝑎𝑎𝑟𝑟𝑟𝑟𝑟𝑟(1 + 𝐺𝐺acc) + 𝑁𝑁(𝜎𝜎acc
2 ; 𝑎𝑎0acc) 

WS1 𝑣𝑣 = 𝑣𝑣𝑟𝑟𝑟𝑟𝑟𝑟(1 + 𝐺𝐺WS1) + 𝑁𝑁(𝜎𝜎WS1
2 ; 0) 

WS2 𝑣𝑣 = 𝑣𝑣𝑟𝑟𝑟𝑟𝑟𝑟(1 + 𝐺𝐺WS2) + 𝑁𝑁(𝜎𝜎WS2
2 ; 0) 

Radar 𝑣𝑣 = 𝑣𝑣𝑟𝑟𝑟𝑟𝑟𝑟 + 𝑣𝑣0Radar + 𝑁𝑁(𝜎𝜎Radar
2 ; 0) 

GPS 𝑣𝑣 = 𝑣𝑣𝑟𝑟𝑟𝑟𝑟𝑟 + 𝑣𝑣0GPS + 𝑁𝑁(𝜎𝜎GPS
2 ; 0) 
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where 𝜎𝜎 is the assessed standard deviation of the random error (which is a bit greater than the 
standard deviation of the noise added in simulations), and ∆max is the systematic error.  
The fusion of sensor outputs can be realized using a different manner. The most common is 
calculating the mean values. Such an estimate is good if there are many sources with normally 
distributed errors. If only a few sensors are available, medians provide better estimates. Another 
approach is the estimation of the results based on the uncertainties of the quantities taken into 
account. The weighted method estimates the fused value y based on values xi and their 
uncertainties ui as [4] 

 𝑦𝑦 =

1
𝑢𝑢12
𝑥𝑥1 + 1

𝑢𝑢22
𝑥𝑥2 + 1

𝑢𝑢32
𝑥𝑥3 + ⋯

1
𝑢𝑢12

+ 1
𝑢𝑢22

+ 1
𝑢𝑢32

+ ⋯
 (2) 

3. Results and Discussion 
Using the above-described reasoning, Fig. 1 presents the outputs of the accelerometer. The 
permissible errors are double standard uncertainties. Similar calculations were performed for 
other sensors. Fig. 2 presents these values. The declared accuracies of the sensors are different, 
so the variabilities of the curves with the permissible errors are also various.  

 
Fig. 3. Speed of sensors with permissible errors and reference values. 

Comparing the sensor speed outputs with the reference speed leads to the speed errors shown 
in Fig. 3. The different nature of the plots is clearly visible. The GPS provides a noisy signal, 
while the accelerometer can introduce drifts. In nominal conditions, the accelerometer and 
wheel sensors provide the most accurate values. 
Applying the approaches of the speed fusions, Fig. 4 is obtained. It can be observed that the 
estimates calculated using the weighted method are the closest to zero. Standard deviations of 
the speed errors are 0.29, 0.14, and 0.11 km/h for the means, medians, and weighted ones, 
respectively. The values change after each simulation due to randomization, but the weighted 
estimate is always more accurate. 
The weighted fusion method may also be applied without further modification in case of sensor 
malfunctions. The only need is the estimation of speed uncertainty. GPS modules typically 
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provide such assessments. Other sensors need to add software detectors to identify this state. 
Usually, such detectors are present on the vehicle board. 

 
Fig. 4. Fused speed error based on means, medians and weights. 

4. Conclusions 
The simulated train speed estimates during deceleration are analyzed in this work. The obtained 
results allow us to conclude as follows. Calculation of means is the most commonly used data 
fusion method. The estimates are, however, weak. Better estimates are from medians. The best 
ones can be obtained by calculating a weighted sum with the weights inversely proportional to 
assessed squares of uncertainties. The uncertainties have to be appropriately modeled. The error 
propagation should be treated separately for systematic and random effects. These make the 
most accurate weighted method the most complicated.  
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Abstract. The report is highlighting the first results of application of hybrid plasma system: 
hollow cathode discharge combined with low pressure inductively coupled radiofrequency 
plasma (HC & RF-ICP) in studies of spectroscopy of atomic lead. The experimental 
measurements and analysis resulted in increasing substantially the knowledge base on the 
spectroscopic properties of atomic Pb I and eventually for ion Pb II. Current advances in 
atomic physics envisage that the data on atomic spectroscopy of Pb I and Pb II need to be 
substantially enriched, to open new opportunities for the studies of basic properties of atoms 
and ions of lead. The limiting factor for that, until now, were insufficiently intensive sources of 
emission needed for such research in case of lead, having low volatility. The presentation and 
extended abstract of the conference will report the first promising results of pilot research.  

1. Introduction 
Currently, substantial progress in theoretical atomic physics and growing needs of astrophysics 
envisage that experimental data on atomic spectroscopy of atomic (Pb I) and ionic (Pb II and 
more) lead need to be substantially enriched to open new opportunities for the studies of basic 
properties of atoms and ions of lead and theoretical calculations. The limiting factor for that, 
until now, absence of intensive enough sources of emission.  
Additionally, there is growing need to improve sensitivity, and to make more user-friendly 
methods, used in detection of traces of lead containing pollutants in the environment. Possible 
breakthrough – application of resonance fluorescence, which could be effectively used in case 
of presence of intensive sources of basic resonance lines. The best evidence of that, is the case 
of mercury, for which sophisticated resonance florescence techniques where developed, and 
standardized during the last decades increasing the sensitivity substantially [1]. Our research 
aims to move toward similar results in the case of lead.  

2. Subject and Methods 
To address these demands, our team worked towards the development of hybrid plasma source, 
being among the first in coupling hollow cathode and radiofrequency (54MHz) inductively 
coupled low pressure plasma discharge in the hybrid system (HC & RF-ICP), (see Fig. 1).  
Fig 1a the conceptual drawing of the geometry of hybrid 
plasma system.2 – hollow cathode; 3- Anod: 4 – ICP-RF 
inductor; 5-ultrasil window; 6 – Vacuum pumping and gas 
supply: 7 – diffusion of sputtered by HC discharge atoms into 
the area of ICP-RF plasma. 

 

Fig. 1b. ICP-RF inductor positioned on industrial small 
power lead HC lamp (1): 2-hollow cathode; 3 – ICPRF 

Inductor

 
The spectrum of light coming from such device is dominated by the group of intensive 
resonance spectra lines of Pb I and main resonance lines of Pb II located in near VUV (0.000-
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69 739.603 eV: 143.396 nm;0.000-66 124.53 eV:151.242 nm; and 0.000 - 57 910.48: 172.675 
nm). Modified industrial hollow cathode lamp of lead was used to build hybrid plasma system. 
Hollow cathode of lead powered with DC voltage up to 500V ensured current of hollow cathode 
discharge within the range of 10-20 mA, slightly about nominal of used industry lamp. The lead 
HC lamp was linked to glass vacuum stand adapted for calibrated supply of Ar gas into the 
lamp. The pressure of Ar, used during the studies, was in the range of 1-2 Torr. The inductor of 
ICP generator was positioned in the lamp in front of hollow cathode, (see Fig. 1b). Atomic 
Spectroscopy of lead was performed on Princeton Instruments SpectraPro 2300 
monochromator with 1200 lines grating. 
The following procedure was employed for the study. Firstly, the intensities of spectra lines 
from hollow cathode discharge were recorded (column 2 in the table below), followed by 
recording lines of spectra from hybrid system: HC & RF-ICP(column 2 in the table 
below).Then, the lead atoms and ions produced at cathode(filled with lead) by HC plasma 
discharge diffused into the region covered by ICP plasma, (see Fig. 1a), and the spectrum of 
Pb I and ionic spectra of Pb II were initiated under influence of skin effect of ICP H (magnetic) 
component of plasma discharge, where temperature of electrons reach around 10 000K. It is 
well known, that in optimized conditions, ICP plasma produces spectra of atoms with intensities 
up to 100 times higher than HC discharge [2], but the usage of ICP is limited by ability to 
vaporize (atomise) the used element. So far, the primary research efforts performed in different 
labs are focussed on the development and use of hollow cathodes with sophisticated geometry 
to make progress in the studies of atomic and ion spectra of hardly volatile elements, see in [3] 
the article published in 2024, only one year ago. 
To study Pb I and in the search for Pb II spectra lines we used Princeton Instruments: SpectraPro 
2300 monochromator having the grating with 1200 lines. Hβ – Balmer beta from H2spectra – 
always appearing in ICP plasma source due to transparency of heated silica, or glass, and can 
be used as an excellent wavelength standard for the calibration of spectrometers recordings. 

3. Results 
During this pilot study of spectroscopy of atomized lead, using hybrid plasma source, we 
recorded very rich spectrum of Pb I and several lines of Pb II as well. Tab.1 below represents 
the list of more intensive lines and illustrates the increase of intensities when hybrid plasma is 
in operation. 

 
Fig. 2. An abbreviated Pb-atom energy-level diagram showing the origins of the lines of this study 
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Tab.1. The list of measured spectral lines of Pb I and Pb II emitted from the hybrid (HC& 
RF-ICP) plasma sources. Column 2: I1 intensities of lines camming from hollow 
cathode discharge. Column 3: I2 intensities of lines coming from hybrid (HC& RF-
ICP) plasma. Column 4: amplification coefficient I2/I1. Column 5. I3 intensities of 
lines coming from hybrid (HC& RF-ICP) plasma when splash of Argon brought 
more of Pb into area of ICP plasma. Transition between energetic levels. Column 6. 
Transition between energetic levels, 

λ (nm) I1(arb. units) I2(arb. units) I2/I1 I3 (arb.units) Transition levels (eV), [4] 
Pb I 240.195  600 2530 4.22 not measur. 7 819.2626- 49 439.6165 
Pb I 247.638  not observ. 3050  not measur. 7 819.2626 - 48 188.6296 
Pb I 261.365  
Pb I 261.418  

1050 1720 1.64 not measur. 7 819.2626 - 46 068.4385 
 

Pb I 266.317  610 2110 3.48 4140 10 650.3271 - 48 188.6296 
Pb I 280.200  930 1750 1.88 not measur. 10 650.3271- 46 328.6668 
Pb I 282.319  1050 6110 5.79 not measur. 10 650.3271 -46 060.8364 
Pb I 283.307  1330 6070 4.55 21470 0,000 - 35 287.2244 
Pb I 357.273  1060 2020 1.90 1740 21 457.7982 - 49 439.6165 
Pb I 363.958  1570 2290 1.46 not measur. 7 819.2626 - 35 287.2244 
Pb I 368.347  1860 2830 1.52 4100 7 819.2626 - 34 959.9084 
Pb I 405.782  6820 9400 1.37 12700 10 650.3271 - 35 287.2244 
Pb II 415.29  1360 3120 2.27 5390 - 
Pb I 416.805 1870 4250 2.27 7620 21 457.7982 - 45 443.1710 

Pb I 434.64 
Pb II 435.27 

1620 3570 2.20 4870 29 466.8303 - 52 499.6391 
1900 3730 1.93 4230 - 

Pb II 457.905 
Pb II 458.23 

1430 3300 2.26 3410 - 

Pb I 589.59 760 3320 4.37 3070 34 959.9084 - 51 916.9408 
Pb I 600.18  not observed 3230 - not measur. 51 916.9408 - 51 944.1059 

Hβ656.281 4110 17870 4.34 14650 2s - 3p 

Pb I 722.911  1590 2460 1.54 not measur. 51 944.1059 - 35 287.2244 
Note: there are few P I lines observed only in emmision from Hybrid plasma. 

4. Discussion 
Tab.1 convincingly shows the increase of intensities of spectral lines on Pb I as well as few 
recorded lines of Pb II when hybrid plasma is in operation. The increase differs for different 
lines and that will be subject for further studies. Increase of intensities (especially for the main 
resonance lines see Tab.1 Fig 2 above) under influence of splash of Ar is very promising, 
indicating eventual improvements in such experiments. Evidently, the application of weak flow 
of argon through hybrid plasma will result in the increase of intensities substantially, because 
more atoms and ions from the hollow cathode will be excited by ICP plasma. Evidently, another 
advancement in the follow-up studies, will be to run hollow cathode discharge at much higher 
power supply to produce more atoms and ions for ICP plasma. We will apply our competence, 
developed, and tested for years technique for the design and production of glass, silica glass 
tubes, and glass vacuum stands incorporating Ar gas supply system, to design and produce 
wholly silica glass tube for hybrid plasma systems in geometry similar to industry produced. 
Practically zero thermal expansion of silica glass and melting temperatures above 1200 oC will 
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make possible much higher currents for hollow cathode without danger of damage and resulting 
in higher ion concertation in plasma.  
Results of this pilot experiment indicate very promising outcomes for follow up research and 
future applications of such hybrid source of resonance lines of atomic and ionic lead: 
 The possibility to produce intensive source of resonance lines of lead with profiles of lines 

without reabsorption which means ideal case for both version (absorption and resonance 
fluorescence) of analytical spectroscopy. 

 The presence of large number of spectral lines in the spectrum will allow branching ratio 
studies for many groups of spectral lines like our studies in case of Se I [6]., Te I [7]., and 
As I [8]. 

 The presence of spectral lines of Pb II in the spectra from hybrid plasma indicates on broad 
opportunities to study ion spectra of lead for the first time, using ICP plasma, and evidence 
on such opportunity for many other ions of different elements.  

The research team is looking forward to performing pioneering research for atoms, and ions of 
many hardly volatile elements, to contribute to knowledge base having strongly growing 
demand, emerging in nearest decade provoked by results of observations of spectra by foreseen 
fleet of space-based telescopes, [9], and steady demand from atomic physics and astrophysics 
[10].  
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Abstract. The report will present and discuss the potential and advantage of the application 
of resonance atomic spectra lines of Se I and Te I in the measurement transmittance of optical 
fibers in far ultraviolet spectra region up to 160 nm, in response to the demand for such fibers 
in experimental spectroscopy research, industry applications, and health treatment. 
Keywords: Atomic Spectra Lines, Transmittance Measurement, Far UV 

1. Introduction 
Our research team used its early collected experience of development and application of 
combined Se & Te low pressure inductively coupled radio frequency (54 MHz)plasma source 
producing intensive and rich with lines resonance spectra of atoms of both elements to 
measure basic properties of Se I and Te, [1], [2].  About 133 Pa of Ar gas was used to ignite 
the discharge into the vapour phase of Se and Te filled into the bulb in the proportion 4 : 1.  
It’s well known that high quality silica glass has transparency up to 160 nm, [3], and the 
challenge for the industry is to move as far as possible with the transparency of optical fibers 
and bundles of optical fibers towards 160 nm (the limit set by the transparency of Ultrasil type 
silica glass) as far as possible.  

2. Subject and Methods 
There are a lot of situations in experimental research where the information about curves of 
transparency of industry-produced optical fibers in UV and far UV regions needs to be 
precisely tested. Currently used sources of spectra having a continuum in UV and far UV are 
not handy enough and therefore time consuming. Particularly, frequently used deuterium arc 
lamps spectrum has limits around 200 nm, (see e.g. [4]). Industry produced arc lamps of Xe 
and Kr have the same problem and demand energy sources based on high-power electronics.   
In this report we are sharing our experience and results of the exploration of industry 
produced high-quality fiber bundle (5 m long) on its transparency in far UV. We used 
Prinston Instruments SpectraPro 2300 monochromator with  1200 lines grating for our studies 
with the detection system able to detect spectra up to 180 nm. In order to avoid absorption of 
oxygen O2 in the air, we used the flow of nitrogen (N2 molecule has no absorption bands up 
to far UV). The weak flow of nitrogen passed via the monochromator (substituting air there),  
and escaping through the entrance slit was directed into the tube forming an optical pass to the 
spectra source. In this case, powered by an inductively coupled plasma RF generator 
combined electrodeless discharge lamp of Se & Te  (see Fig. 1, Fig. 2, Fig. 3 and Fig. 4.). 
Highest quality synthetic silica glass was used for the bulbs of lamps to ensure transparency 
up to 160 nm. Resonance spectra of Se I and Te are positioned in the UV spectral range from 
250 nm to 160 nm and are rich with intensive lines.   
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Fig. 1 The conceptual drawing of the geometry for 
optical fiber testing. 1 - ICP-RF inductor. 2 - Low-
pressure Se Te lamp. 3 - optical fiber connected to 
spectrometer. 

Fig. 2. ICP-RF inductor positioned around SeTe. 
1- ICP-RF inductor. 2 - SeTe lamp; 3 – optical 
fiber. 
 
 

 

Fig. 3. The conceptual drawing of the geometry for 
testing without optical fiber.1 - ICP-RF inductor. 2 - 
Low-pressure Se Te lamp. 3. Quartz tube connected to 
a spectrometer. 4 - Spectrometer. 5 - Nitrogen gas 
input. 
 

Fig. 4. ICP-RF inductor positioned around SeTe. 
1- ICP-RF inductor. 2 - SeTe lamp; 3 – 
Quartztube. 
 
 

3. Results 
The outcomes of our studies are presented in the pictures below (see Figs. 5, 6, and 7). 

 
Fig. 5. Intensity of Se and Te spectral lines without an optical cable in far UV. Labelled spectral lines are: 1. –

 C I 193.09 nm, 2. – Se I 196.09 nm, 3. - Se I 203.98 nm, 4. - Te I 214.72 nm, 5. - Te I 226.55 nm, 6. – 
Te I 238.32 nm. 
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Fig. 6. Intensity of Se and Te spectrum using an optical cable in far UV. Labelled spectral lines are: 1. – C I 

193.09 nm, 2. – Se I 196.09 nm, 3. - Se I 203.98 nm, 4. - Te I 214.72 nm, 5. - Te I 226.55 nm, 6. – Te I 
238.32 nm. 

 
Fig. 7. Light transmittance depending on wavelength, with a logarithmic curve to predict transmittance in 

different wavelengths.  

A comparison of the graphs (Fig. 5 and Fig. 6) shows that placing the optical fiber in the 
optical path reduces the intensity of the far UV spectrum, with a significant drop in spectral 
line intensity below 200 nm. Although the setup allowed spectral line detection down to 
180 nm, Fig. 7. illustrates that the light transmittance curve, fitted with a logarithmic trend, 
was reliable only down to approximately 190 nm. 
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4. Discussion and Conclusions 
The obtained results demonstrate the effectiveness and practicality of using atomic resonance 
spectra sources for studying and measuring the transparency limits of industrially produced 
optical fibers. Based on our experience in dealing with resonance spectra sources of various 
elements, we foresee that, alongside the combined ICP electrodeless discharge lamps of Se 
and Te, lamps based on As, Sb, S, and I could also be used [5]. Our method offers a simple 
and cost efficient alternative suitable for the transmittance analysis of optical fibers from 
250 nm to 180 nm range or even shorter if a VUV spectrometer is used, in comparison to 
traditional sources like deuterium or xenon arc lamps [6], which are limited below 200 nm 
and require complex systems, 
Currently, producers of optical fibers are making efforts to produce optical fibers with 
transparency below 190 nm, particularly because there is emerging demand for using ArF 
laser radiation (193 nm) in photolithography, laser processing [7], etc. 
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Abstract. Faulty antenna identification by direct comparison between calculated and measured 
radiation patterns is already an efficient method, however, the real environment and parameters 
of the real antenna system complicate any following analysis. The goal of this study is to im-
prove the resemblance between measured radiation patterns and patterns predicted by number-
ical calculations in numerical software by substracting a difference function from the measured 
pattern. The difference function is based on the calculated and measured datasets. Implemen-
tation of this method may lead to a more robust method of identifying the faulty antenna in an 
antenna system.

Keywords: Large Antenna System, Faulty Antenna Identification, Radiation Pattern 
Measurement, Numerical Calculation

1. Introduction
Terrestrial broadcasting of FM and DVB-T signals is facilitated by large antenna systems

(AS) often mounted on antenna masts, or antenna towers in significant height above the ground.
Moreover, these antenna structures are situated at elevated places such as hilltops in order to
achieve the desired coverage and radiation pattern. Such placement exposes individual antennas
to severe meteorological conditions, which can, over time, lead to failures or the antenna can be
physically damaged by e.g. by falling chunks of ice. In the best case scenario, the faulty/non-
radiating antenna causes minor reduction of signal coverage at certain region - usually the region
of the faulty antenna main lobe direction. In other cases, the fault caused by the physical damage
(such as a broken connector) can lead to rise of the Voltage Standing Wave Ration (VSWR) at
the transmitter input and subsequently (as a sefety precaution) to limiting the power distributed
to the AS. This results in significant reduction of signal coverage in all directions.

Currently, there are two main methodologies of faulty antenna identification. One employs
a repeated measurement of VSWR. During this procedure, a team of technicians has to be
present directly at the AS and the AS and any other AS present at the antenna tower cannot
radiate. The alternative to this procedure is the faulty antenna identification by radiation pattern
measurement. This methodology was initially proposed based on a mathematical analysis of
radiation patterns for linear and planar antenna arrays [1]. Based on the changes in the shape of
the radiation pattern resulting from the faulty/non-radiating element (antenna) the faulty antenna
could be identified. This process was improved by the use of various adaptive algorithms such
as deep neural networks [2] or mathematical/statistical analyses [3]. Method of faulty antenna
identification from radiation pattern data analysis was later employed for large antenna systems
using numerical calculations in FEKO in [4] and subsequently, this method was tested in the
field utilizing quadcopter and specialized measurement device [5].

By comparing the calculated and measured data, it was possible to localize the non-radiating
antenna, however, there was noticeable difference between measured and calculated patterns
caused by the real environment and real AS parameters. This fact could be problematic for an-
tenna systems with large amount of antennas where faulty antenna causes only minor deviations
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or if different faulty antennas cause very similar pattern change. This study aims to improve the
faulty antenna identification using radiation pattern analysis by combining the calculated data
for fully functional AS and for the AS with faulty antenna with the data from radiation pat-
tern measurement of fully functional AS. The goal of this procedure is to create the corrected
radiation pattern data for further failure analysis, based on the proposed difference function.

2. Subject and Methods
In order to perform the faulty antenna identification by radiation pattern measurements,

it is necesary to possess a calculated radiation pattern (an ideal case) that measurements can
be compared to. This ideal case can be obtained by numerical calculations for example in a
computational software such as FEKO. The exact numerical replica of the AS has to be created
with individual elements (antennas) distributed in space and amplitudes and phases of their
input signals being adjusted according to the technical documentation. The exact process of
creating the numerical representation of the AS is closely described in [5]. Antennas in antenna
systems are often designated by a letter and a number, where number defines the level at which
the antenna is placed and letter defines the azimuth to which antenna is rotated. For example
the antenna "A1" is placed in the lowest level (compared to the other antennas of the AS)
and the antenna "B1" is also placed in the first level but rotated in different azimuth. This
designation will be used throughout the entire article. Obtaining the deformed radiation pattern
can be achieved by setting the input signal at specific antenna to zero - simulation of a complete
failure (antenna does not radiate).

(a) (b)

Fig. 1: A comparison between calculated and measured radiation pattern for the case of AS with faulty
antenna: Faulty antenna A1 (a), faulty antenna A2 (b)

Calculated radiation patterns in horizontal plane for the AS with faulty antenna are dis-
played in polar diagrams in Fig. 1 (the blue curves). The examples are given for the case when
antenna "A1" did not radiate in Fig. 1a and in Fig. 1b the antenna "A2" did not radiate. These
patterns are also directly compared with the measured radiation patterns of the same AS with
same faulty antennas. The radiation patterns were measured by the quadcopter with special-
ized measurement device for EM field intensity measurement, where the quadcopter performed
circular horizontal flight around the AS with flight radius 150 m and the measurement device
measured the tangential component of the EM field at frequency 105.8 MHz. The measurement
setup and methodology are closely described in [6].

Already at first glance, the calculated and measured radiation patterns show similar features,
such as the maximum radiation being located at the azimuth approximately 190◦, significant
sidelobes at regions ∼ 75◦− 165◦ and ∼ 215◦− 290◦ and the attenuation of ∼ 10 dB accross
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the backlobe region caused by the faulty antenna in azimuth "A". While the patterns exhibit con-
siderable similarity, also noticeable are non-negligible differences. These deviations are caused
by the real AS parameters e.g. real antenna materials, real feeding lines and power dividers as
well as presence of real environment effects. In the case when two different faulty antennas
cause very similar changes to the radiation pattern, as is shown in Fig. 1 with blue patterns,
these effects could lead to misidentifying the faulty antenna.

The deformed radiation pattern estimation
In order to circumvent the issue of distinct differences, an approach of combining the cal-

culation and measurement data can be taken. Achievment of this goal requires two steps, with
first involving only calculations. The first calculation is for fully functional AS which yields the
pattern at full operation and the second for the AS with one faulty antenna. By subtracting the
deformed pattern from a fully functional one the difference function, which defines the changes
to the radiation pattern caused by the non-radiating antenna, can be obtained. This function can
then be substracted from the in-situ measured radiation pattern of the fully functional AS - cre-
ating the hybrid dataset. The resulting pattern retains the features of the real environment pattern
and also is affected by the estimated difference caused by the faulty antenna. This process is
illustrated in Fig. 2

Fig. 2: The illustration of creating the corrected radiation pattern using the difference function

(a) (b)

Fig. 3: A comparison between the created estimation and measured radiation pattern for the case of AS
with faulty antenna: Faulty antenna A1 (a), faulty antenna A2 (b)

Utilizing this procedure, the deformed radiation patterns were created for the cases presented
in Fig. 1 and are displayed in Fig. 3 as the blue pattern. These patterns are again compared
with the measured patterns from the Fig. 1. The "corrected" patterns resemble the measured
patterns even more faithfully than in the case of pure simulations. These observations were
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further validated by the calculation of Pearson’s correlation coeficient - similar procedure as in
[5]. Further measurements involved radiation patterns measured at two distances (flight radii -
r) and at two frequencies1 for the cases of two different faulty antennas respectively. In each
case, by using the presented method it was possible to enhance the similarity of the estimation
and measurements (larger values of correlation coefficient) and succesfully identify the faulty
antenna.

3. Conclusions
This study explored a method of obtaining and estimation of radiation pattern shape of the

real AS containing a faulty antenna. The estimation was established as a combination calculated
and measured radiation pattern data. The advantage lies especially in combining the flexibility
of calculation (regarding simulating many different iterations of faulty antenna) and the charac-
teristics of real AS radiation pattern introduced by real conditions. This study demonstrated a
notable enhancement of the similarity between the predicted shape of the radiation pattern and
in-situ measurement. The results aid in preparation of a basis for a more robust similarity/feature
analysis based on deep learning methods that can be employed in the future. One downside of
this method is the requirement for the possession of the fully functional AS radiation pattern
measurement data.
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Abstract. This paper presents the development of a low-power Colpitts oscillator for use in 
stand-alone sensors measuring mechanical quantities, such as force. The Colpitts oscillator, 
known for its ease of tuning, was designed to function as a fundamental component of a force 
measurement system utilizing capacitance-to-frequency conversion. By utilizing a parallel LC 
resonant circuit with variable capacitance, the oscillator efficiently converts mechanical 
deformations into frequency shifts, enabling accurate force detection. The number of circuit 
components was minimized to 7, significantly reducing the power consumption to less than 
0.5 mA without compromising stability. Experimental results confirm that the designed 
oscillator provides a tunable frequency source, making it a strong candidate for further 
miniaturization and integration into wireless sensor applications. 
Keywords: Colpitts, Oscillator, Sensor, Radio frequency 

1. Introduction 
In the realm of modern sensor technology, the Colpitts oscillator can be one of the useful 
components in developing radio frequency (RF) devices, particularly in applications that 
require precise measurement of mechanical quantities. Notably, wireless sensors utilizing these 
oscillators have demonstrated remarkable potential in various fields, from environmental 
monitoring to medical diagnostics, as highlighted by advancements in microelectromechanical 
systems. Recent studies have underscored the importance of integrating advanced resonator 
designs, which can dramatically improve the quality (Q) factor of sensors, enabling more 
accurate readings and measurements [1]. 

2. Subjects and Methods 

a. Overview of Oscillators and Their Importance in Sensor Technology 
Oscillators play one of a key role in sensor technology by creating steady, repetitive signals that 
help measure and track different physical quantities. How accurately these oscillators function 
can have effect on the performance and dependability of sensor systems. For instance, the 
Colpitts oscillator, known for its stability and ease of tuning, can provide a good solution for 
applications requiring high-frequency oscillations. This is particularly evident in wireless 
sensor networks, where minimal power consumption is crucial [2]. Moreover, the integration 
of advanced oscillator designs allows for more accurate readings in humidity sensors, positively 
correlating moisture levels to frequency changes, thereby enhancing environmental monitoring 
capabilities etc. [3] In our case, we will design and use an oscillator for mechanical quantity 
sensor - to measure force. 

b. Colpitts Oscillator 
The Colpitts oscillator incorporates a tank circuit composed of a parallel resonant configuration 
of capacitors and an inductor, which helps the oscillator to achieve the requisite frequency 
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stability and amplitude control. Its design employs a combination of capacitors in series, which 
significantly influences the oscillators frequency stability and performance. 
Measurement of force with the use of passive transducers is usually accomplished by an LC 
resonant circuit with a variable capacitance. The variable capacitance is achieved by creating 
a compliant mechanical body that slightly changes its shape when subjected to force, as 
demonstrated in Figure 1b. The compact compliant mechanical body (CCMB) design allows 
the creation of capacitor plates in the middle of the compliant body, while the threads of an 
inductor are embedded in the exterior portion of the compliant body, creating a parallel resonant 
circuit (PRC) as can be seen in Figure 1a [4]. 

 
Fig. 1. Visualization of the experimental transducer (compact compliant mechanical body with inductor and 

capacitor in parallel). (a) 3D model with dimensions. (b) Deformation of the elastic element [4]. 

c. Oscillation frequency 
Oscillation frequency, which is the parallel LC tank resonant frequency fr can be calculated as 

1
2r

T T

f
L Cπ

= , (1) 

where TL  ( )TC  represents the total inductance of inductors (capacitance of capacitors). 

For the series connection of inductors and capacitors of the Colpitts (and also Hartley) 
oscillator, the following applies: 

1 2TL L L= + , (2) 

1 2

1 1 1

TC C C
= +    or   1 2

1 2
T

C CC
C C

=
+

. (3) 

By changing the sensor capacitance (LC tank) in the range of ±100 pF (L =30 nH, C1 = 68 pF, 
C2 = 68 pF to 680 pF), we can induce a frequency change in the range of 157.59 MHz to 
116.87 MHz. In the case of changing the components (coil L with a different inductance value 
or capacitor C1 with a different capacitance value), we can achieve different frequencies with 
the same change in C2. This means that we can also change the ranges of the 
capacitance-frequency conversion. 

d. Minimizing the number of components 
The topology of the Colpitts oscillator is nothing new and unknown. Currently, we can find 
various designs in various literature, for example with a common emitter, etc. These designs 
are proven and stable, but in our case, when it is necessary to miniaturize the circuits, it would 
be appropriate to reduce the number of components to a minimum so that the stability of the 
oscillator is maintained. Figure 3 shows one of the more widespread and well-known Figure 2. 
circuit diagram. It was this circuit that we tried to simplify. 
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Fig. 2. Circuit diagram of Colpitts oscillator with a common emitter. 

We removed all the "unnecessary" components and modified the remaining ones so that the 
stability of the oscillator is maintained. In this way, we managed to develop an oscillator with 
almost the same result from the original 11 components, but it is made up of only 7 components 
and also with lower power consumption (before was 1.68 mA, now less than 0.5 mA). 

 

 

Fig. 3. Simplified Colpitts oscillator circuit diagram (left), printed circuit board design (right). 

 

Fig. 4. Frequency spectrum of the simulated circuit of original Colpitts oscillator with a common emitter. 

MEASUREMENT 2025, Proceedings of the 15th International Conference, Smolenice, Slovakia

ISBN 978-80-69159-00-6 153



  
Fig. 5. Frequency spectrum of the simulated circuit (left) and the real oscillator (right). 

3. Conclusion 
In conclusion, a low-power Collpits oscillator with a current consumption of 430 µA has been 
designed for use in standalone sensors of mechanical quantities, which has a good frequency 
spectrum and tunability with low power consumption. In the case of modifying the oscillator to 
a voltage-controlled oscillator (VCO), we will be able - unlike monolithic integrated circuits 
(Colpitts VCOs) - to observe artifacts on the tuning voltage. Its low-frequency spectrum will 
contain information about reaching the resonant frequency of the LC element inserted into the 
electromagnetic field generated by the VCO. The designed oscillator represents a good basis 
for miniaturization, as it contains a minimal number of electronic elements for stable operation. 
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Abstract. Ca2Al2SiO7 (gehlenite) glasses doped with Bi (0.5, 1.0 and 3.0 mol. % Bi2O3) were 
prepared by flame synthesis. The prepared glass microspheres were X-ray amorphous. The 
thermal properties of prepared glasses were studied by differential scanning calorimetry (DSC) 
and high temperature X-ray diffraction. The results showed a significant influence of bismuth 
on the thermal properties. With increasing Bi content, the crystallization pattern of gehlenite 
changes from a single step to a two-step one.  
Keywords: Ca2Al2SiO7 Glasses, Flame Synthesis, DSC Analysis, HT-XRD 

1. Introduction 
X-ray diffraction (XRD) combined with "in-situ" high-temperature experiments is a powerful 
tool in characterizing the structural parameters of materials. Thermal "in-situ" observations 
using high temperature X-ray (HT-XRD) equipment provide unique information such as 
temperature-dependent phase transformations, thermal changes in structural parameters, etc. 
for a variety of materials such as ceramic, ferroelectric, pyroelectric, magnetic, and 
superconducting. Another advantage is that by using HT XRD equipment, relevant changes in 
physical properties can be simulated, similarly to the changes that occur during the industrial 
production of materials [1]. When studying the properties of materials, the results of HT-XRD 
analysis are usually supplemented or combined with the results of other methods, such as 
thermal or optical methods [2, 3]. A combination of differential thermal analysis (DTA) and 
HT-XRD was used in the work of Dias et al. to develop glass ceramics for biomedical 
applications in a calcium phosphate-based system. The studies showed that by varying the heat 
treatment cycle, it is possible to produce glass-ceramics with different contents of bioactive and 
biocompatible phases in the system [3].  
Gehlenite (Ca2Al2SiO7) is a mineral belonging to the calcium aluminosilicates and has been 
extensively studied over the last few decades because it is a suitable host for optically active 
ions [4]. Studies have mostly focused on the crystalline form of gehlenite, but Bernardo et al. 
have pointed out that in the case of amorphous materials, there is a more homogeneous 
distribution of optically active ions, and the amorphous matrix is also able to bind a higher 
content of optically active ions. Both facts lead to an increase in the optical efficiency of the 
developed materials [5]. However, the preparation of gehlenite glasses is challenging due to 
their high melting temperatures and high tendency to crystallization. One option for the 
preparation of these glasses is their preparation by flame synthesis in the form of microspheres 
and subsequent sintering of the prepared systems [6]. For the successful preparation of lumped 
glasses, information on the thermal properties of glass microspheres is essential.  
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The main objective of this work is to investigate the thermal properties of Bi doped gehlenite 
glasses prepared by flame synthesis in a methane-oxygen flame. Precursors powders for the 
flame synthesis were prepared by solid-state reaction. The prepared glass microspheres were 
analyzed by XRD analysis. The thermal behavior of the prepared microspheres was monitored 
by HT-XRD and DSC analysis. 

2. Subject and Methods 
Flame synthesis was used to prepare gehlenite glass microspheres doped with different Bi 
contents. Precursor powders for flame synthesis were prepared from high purity powders: SiO2 
(p.a., Polske odczynniki chemiczne, Gliwice), Al2O3 (p.a., Centralchem, Bratislava), Bi2O3 
(99.9 %, Strem Chemicals, USA), and CaCO3 (p.a., Strem Chemicals, USA), Strem Chemicals, 
USA), Centralchem, Bratislava) by solid-state reaction. A detailed description of the 
preparation procedure is given in [7]. X-ray powder diffraction analysis was used to determine 
the phase composition of prepared microspheres after flame synthesis. A Panalytical Empyrean 
diffractometer with a Cu cathode with an X-ray wavelength of λ = 1.5405 Å in the range of 2θ 
angles of 10-80° was used to record the X-ray patterns. The measured diffraction data sets were 
evaluated using HighScore Plus version 3.0 software with the COD2024 database. In the first 
step, the thermal properties of the prepared microspheres were studied by DSC. The 
measurements were carried out using a Netzsch STA 449 F1 Jupiter TG/DTA/DSC 
simultaneous thermal analyzer. The individual measurements were carried out in the 
temperature range 30-1200 °C using an N2 atmosphere and a heating rate of 2, 4, 6, 8 and 10 
°C/min. The measured DSC records were evaluated using Netzsch Proteus Thermal Analysis 
version 6.0.0. HT-XRD was used to determine the phase transformations in the temperature 
range 25-1100 °C. For the HT-XRD analysis, the same diffractometer was used as for the 
laboratory temperature measurements, but the measurements were carried out in a high 
temperature cell (Anton Paar, HTK16). Measurements were made in the 2θ interval 20-55°. 
The temperature regime during HT-XRD measurement was as follows: At the beginning of the 
experiment, the sample was heated from laboratory temperature to 600 °C at a heating rate of 
10 °C/min. From 600 °C to 1100 °C the sample was heated at a rate of 5 °C/min and diffraction 
patterns were recorded every 10 °C under isothermal conditions. In addition, two long X-ray 
diffraction patterns were recorded at 25°C in the 2θ interval 10-80° for each sample. The first 
record was measured at the beginning of the analysis, after the sample had been deposited on 
the Pt heating strip, and the last record was measured after the sample had been cooled at the 
end of the analysis (from 1100°C to 25°C). The sets of measured diffraction data sets were 
evaluated using High Score software. 

3. Results 
XRD diffraction analysis confirmed the X-ray amorphous nature of all prepared systems. The 
measured records contained only a broad amorphous shoulder in the 2θ range of 24°- 36° and 
did not contain any diffraction traces indicating the presence of crystalline phases. DSC records 
of the prepared glasses measured at different heating rates are summarized in Figure 1. Only 
one exothermic effect was present in the DSC records of sample GBi0.5. In the case of the 
GBi1.0 sample, two significant exothermic effects were observed at lower heating rates (2 and 
4 °C/min), which begin to overlap at higher heating rates. The exothermic effect at ~916°C in 
the DSC record measured at a heating rate of 8°C/min is observed as a so-called “shoulder” of 
the significant effect at 973°C (Fig. 1b). An even more complicated situation occurs when 
comparing the DSC records of the GBi3.0 sample with the highest Bi content. In all DSC 
records, the presence of two exothermic effects was observed. In addition, in the DSC curves 
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recorded at the heating rates of 4 and 6 °C/min, a hint of a third exothermic effect with maxima 
at 894 °C and 909 °C was observed (Fig. 1c). 

  

 
Fig. 1: DSC records at different heating rates (a) GBi0.5; (b) GBi1.0; GBi3.0. 

 
To determine the events belonging to each 
exothermic peak in the DSC records, HT-XRD 
records were measured. In all glass 
microspheres the crystallization of the gehlenite 
phase occurred. In the sample with the lowest Bi 
content, crystallization of another phase, namely 
calcium-aluminum oxide (CaAl2O4), was 
observed (Fig. 2). The onset of crystallization of 
this phase was observed at 940°C. No significant 
crystallization peak was observed at this 
temperature in the measured DSC recordings. In 
terms of thermal analysis, this indicates a very 
slow crystallization process of this phase or a 
very low content of this phase with negligible 
crystallization heat. Diffraction records show a 
gradual decrease in the crystallization 
temperature of the gehlenite, with increasing Bi 
content. The temperatures decreased in the 
following order: GBi0.5 → 930 °C, GBi1.0 → 
880 °C, GBi3.0 → 800 °C. Since the 
predominant process in the thermal behavior of glasses in the studied temperature interval is 
the crystallization of gehlenite, the temperature intervals with the highest increase in the 
proportion of this crystalline phase were constructed.  

 

Fig. 2 Heatmap (temperature (°C) vs. position (°2θ) 
and he intensity is shown in colour) of The 
HT_XRD data for GBi0.5 
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From these dependences we determined the temperature intervals of interest (Table 1). In the 
case of the GBi0.5 sample, this curve is steep. Samples with higher Bi content show a more 
gradual, moderate increase in the crystalline phase content with temperature. In the sample 
with the highest Bi content, the 
presence of two temperature intervals 
with the highest increase in the content 
of the gehlenite phase can be 
observed, which indicates the 
crystallization of this phase in two 
steps. The dependences also show a 
shift in the onset of crystallization of 
the gehlenite phase with increasing 
content of Bi. 

4. Conclusions 
HT-XRD diffraction analysis in combination with DSC analysis was used to study the thermal 
behavior of Bi doped gehlenite glass microspheres. Based on the comparison of the results of 
HT-XRD diffraction and DSC analysis, we can conclude that in the investigated temperature 
interval 25-1200°C, gehlenite crystallization occurs as the predominant process. Also, with 
increasing addition of Bi, the onset of crystallization of the investigated systems shifts to lower 
temperatures. A more detailed study of HT-XRD diffraction records showed that in the case of 
GBi0.5 sample gehlenite phase crystallization occurs in one step. In systems with higher Bi 
content (sample GBi1.0 and GBi3.0), a more moderate increase in the proportion of gehlenite 
phase was observed, and in sample GBi3.0 with the highest content if Bi, gehlenite 
crystallization occurs most slowly and in two steps, which is consistent with the results of DSC 
analysis, that shows 2 exothermic peaks. The results of the investigation will be used in the 
preparation of glass-ceramic materials by controlled crystallization. 
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Table 1: Summarization of temperature interval with the most 
significant increase in the relative intensity (IR) of the most 
significant diffraction maximum of the gehlenite (2θ = 31.394°; 
d = 2.84720 Å; (hkl = 211)). 
 

Sample Temperature interval with the most 
significant increase in IR [°C] 

GBi0.5 940 – 950 
GBi1.0 960 - 970 

GBi3.0 800 – 820 
930 -940 
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Abstract. A ceramic material consisting of two distinct compositions, 
(Al₀.₂Co₀.₂Cr₀.₂Ni₀.₂Fe₀.₂Zn₀.₂)₃O₄ and (Al₀.₂Co₀.₂Cr₀.₂Ni₀.₂Fe₀.₂Mg₀.₂)₃O₄, was synthesized using 
solid-state synthesis of the powder, followed by cold pressing and cold isostatic pressing. 
Pressed green bodies were sintered at two different temperatures (1223 K and 1423 K). The 
study examined the effects of composition and sintering temperature on the structural and 
magnetic properties of the materials, utilizing X-ray diffraction (XRD) analysis and SQUID 
magnetometry. High-entropy oxide samples with a single-phase spinel structure (space group 
Fd-3m) were prepared. Analysis of the magnetic properties revealed that the samples exhibited 
soft magnetic characteristics, indicating potential applications in the development of reversible 
magneto-active composites, such as magnetorheological elastomers. 
Keywords: High-Entropy Oxide, Magnetic Properties, Sintering 

1. Introduction 
The continuing interest in high entropy oxide (HEO) is mainly related to their excellent 
physicochemical, optical, thermal, and magnetic properties [1 - 3]. HEO find applications in 
various fields such as catalysts, lithium-ion batteries, dielectric and electromagnetic materials, 
and in the fabrication of corrosion-resistant batteries and coatings [4, 5]. Ferrites with cubic 
spinel structures (Fd-3m) are known for their optical, magnetic, dielectric, and photocatalytic 
properties that are useful in a variety of potential applications [6, 7]. HEO with such spinel 
structure and the composition (Co0.2Cr0.2Fe0.2Mn0.2Ni0.2)3O4 was prepared by Dabrowa et al. 
using high-energy ball milling, followed by sintering at 1323 K [8]. Mao et al. prepared a HEO 
with the same composition by solution combustion synthesis (SCS) [9]. They investigated the 
structure and magnetic properties of (Cr0.2Mn0.2Fe0.2Co0.2Ni0.2)3O4 HEO in cases where the 
magnetic Co²⁺ or Ni²⁺ ions were replaced by non-magnetic Zn²⁺ ions. The results showed a 
decrease in magnetization [10]. Zhu et al. synthesized a six-component 
(Al₁/₆Co₁/₆Cr₁/₆Mn₁/₆Ni₁/₆Fe₁/₆)₃O₄ using the SCS method and investigated the effect of annealing 
temperature and the substitution of Al3⁺ with magnetic Co2+, Mn3+, and Ni2+. It was found that 
replacing Al3⁺ with Mn3+ and Ni2+ led to an increase in magnetization while substituting Al³⁺ 
with Co2+ did not result in any change in magnetization [11]. According to the literature, the 
addition of Al³⁺ cations to ferrites enables control over their functional properties, and magnetic 
properties in particular [12].  

Based on the available literature, precursor materials with two compositions (Al0.2Co0.2Cr0.2

Ni0.2Fe0.2Zn0.2)3O4 a (Al0.2Co0.2Cr0.2Ni0.2Fe0.2Mg0.2)3O4 were prepared by solid-state synthesis 
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from high-purity oxides. The samples were axially pressed at laboratory temperature using 
cold-pressing (CP) and cold isostatic press (CIP) methods. To investigate the effect of sintering 
temperature on magnetic properties, the prepared green compacts were sintered in the air at 
1223 K and at 1423 K for 6 hours. Phase composition and magnetic properties have been 
investigated by XRD and SQUID methods. 

2. Subject and Methods 
Oxide powders: Al2O3 (99.6%, Laboratórne chemikálie Milan Adamík), CoO (99.6%, Sigma-
Aldrich), Cr2O3 (98%, Alfa Aesar), NiO (p.a. Lachema), Fe2O3 (99%, Slavus), ZnO (99.6%, 
Centralchem), MgO (98%, Centralchem) were used for preparation of two precursor powders 
with  (Al0.2Co0.2Cr0.2Ni0.2Fe0.2Zn0.2)3O4 and (Al0.2Co0.2Cr0.2Ni0.2Fe0.2Mg0.2)3O4  compositions. 
The weighed oxides (the final mass of each mixture was 10g) were quantitatively transferred 
into a PE bottle with ZrO2 grinding bodies (Ø= 2mm; powder/grinding body ratio was 1/8) and 
with the addition of 20 mL of isopropyl alcohol (p.a., Mikrochem, Slovakia). The final slurry 
was ball milled for 24 hours, and subsequently dried on a magnetic stirrer at a temperature of 
403 K and the rotation speed of 300 rpm for 4 hours. A hydraulic press (Trystom Olomouc H-
62, operated at a force of 22 kN for 1 min) was used for axial pressing: whereby about 1.3 g of 
each powder was weighed to prepare a cylindrical pellet with the diameter of 12.2 mm diameter 
and 3.8 mm thick. CIP (HIP 300 E, P/O/Weber GmbH, Germany, pressure of 700 MPa with a 
holding time of 5 min) was used for the final pressing to maximise compaction of prepared 
samples. All pressed green bodies were sintered first at 1223 K for 6 hours and in the next step 
2 of them were sintered at 1423 K for 6 hours in the air. In both sintering experiments, a heating 
rate of 5 K·min-1 and a cooling rate of 20 K·min-1 were applied. Table 1 summarizes the details 
of the synthesis process of the samples. 

XRD analysis was used to study the phase composition of the sintered samples, using a 
Panalytical Empyrean DY1098 X-ray diffractometer operating at 45 kV accelerating voltage 
and CuKα radiation with λ = 1.5405 Å. Reflection-transmission spinner was used as sample 
holder. The dates were recorded in the 2θ range 10-80°. Diffraction data were evaluated with 
the HighScore Plus software (v.3.0.4, PAN Analytical, The Netherlands) using the 
Crystallographic Open Database (COD 2024). The magnetic properties of the samples were 
determined by Quantum Design MPMS XL-7AC SQUID magnetometer. Measurement of the 
magnetization as a function of field was carried out at the temperature of 300 K. 
Table 1. Compositions and the conditions of milling and heat treatment in the sample synthesis process. 

Sample Composition 
Milling Heat treatment Single 

Phase Speed 
(r/min) 

Time 
(h) 

First Second 

SZn1 (Al₀.₂Co₀.₂Cr₀.₂Ni₀.₂Fe₀.₂Zn₀.₂)₃O₄ 150 24 1223K/6h --- Yes 
SZn2 (Al₀.₂Co₀.₂Cr₀.₂Ni₀.₂Fe₀.₂Zn₀.₂)₃O₄ 150 24 1223K/6h 1423K/6h Yes 
SMg1 (Al₀.₂Co₀.₂Cr₀.₂Ni₀.₂Fe₀.₂Mg₀.₂)₃O₄ 150 24 1223K/6h --- Yes 
SMg2 (Al₀.₂Co₀.₂Cr₀.₂Ni₀.₂Fe₀.₂Mg₀.₂)₃O₄ 150 24 1223K/6h 1423K/6h Yes 

3. Results 
Figure 1 compares the XRD patterns of all prepared samples with that of MgFe2O4. The XRD 
records demonstrate that all samples display consistent diffraction patterns. The positions of 
diffraction maxima align closely with the diffraction lines of the MgFe2O4 standard as 
documented in the literature [13]. The diffraction maxima are consistent with the 
crystallographic planes (111), (220), (311), (222), (400), (422), (511), (440), (620), (533) of 
MgFe2O4. This supports the conclusion that all samples share the same structure, which is 
identified as a single spinel structure belonging to the space group Fd-3m. [14]. 
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To investigate the effect of the addition of ZnO and MgO and the synthesis temperature on the 
magnetic properties of the synthesized (Al0.2Co0.2Cr0.2Ni0.2Fe0.2X0.2)3O4; X= Mg, Zn samples, 
magnetic hysteresis loops were measured at room temperature up to a magnetic field of 10 kOe.  
All samples display of either ferrimagnetic  
or ferromagnetic behavior, and each curve shows a 
typical magnetic hysteresis loop. The presence of 
hysteresis can be attributed to the sample containing 
equilibrated magnetic moments or the projection of 
magnetic moments at room temperature. It was also 
noted that the hysteresis loop did not reach saturation 
even at the maximum applied magnetic field of 10 kOe. 
Similar results were observed by Mao et al. who studied 
the magnetic properties of (CoCrFeMnNi)3O4 high-
entropy oxide nanocrystalline powder [9].  Moreover, 
magnetic properties such as magnetization (M), 
remanent magnetization (Mr) and coercivity (Hc) have 
been determined from the measured hysteresis loops 
and the results are summarized in Table 2.  
The sample containing magnesium (Mg) after single-
step sintering at 1223 K displayed the most favorable 
magnetic properties. Following a second heat treatment, 
the impact of additional sintering became evident: the 
values M, Mr and Hc experienced a marked decline, 
irrespective of whether the sample contained Mg or zinc 
(Zn). Heat treatment clearly led to narrower hysteresis 
loops, which are more indicative of ferrimagnetic 
behavior.  
The magnetic characteristics of high-entropy oxides (HEOs) can be affected by various factors, 
including their phase structure, synthesis methods, chemical composition, and local structural 
and chemical disturbances within the HEO framework. In a related study, Mao et al. 
investigated the magnetic properties of (CoCuMgNiZn)O HEO nanocrystalline powder, which 
displayed a distinct long-range antiferromagnetic behavior. [15].  Adding non-magnetic ions 
such as Mg2+ or Zn2+ can suppress antiferromagnetism, which can be attributed to the presence 
of Ni2+ or Co2+ (NiO and ZnO are antiferromagnets). In another work, Mao et al. reported that 
the nanocrystalline powder with the composition (CoCrFeMnNi)3O4 had ferromagnetic 
properties [9]. For better understanding of the measured magnetic properties, further studies of 
magnetic as well as structural properties are necessary to explain the obtained results.  

  

Fig. 2. Magnetic hysteresis loops for prepared samples measured at 300 K (a), enlarged view of the 
hysteresis loops within the range of ± 1kOe (b) 

 

Fig. 1. XRD patterns of the prepared 
samples compared to MgFe2O4 
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Table 2. Magnetic properties of (Al0.2Co0.2Cr0.2Ni0.2Fe0.2X0.2)3O4; X= Mg, Zn samples (magnetization (M), 
remanent magnetization (Mr) and coercivity (Hc))    

Sample M (emu/g) Mr (emu/g) Hc (Oe) 
SZn1 10.62 1.91 77.91 
SZn2 9.89 0.65 14.19 
SMg1 10.04 2.82 139.08 
SMg2 7.46 1.15 30.28 

4. Conclusions 
Two high-entropy oxide samples (Al0.2Co0.2Cr0.2Ni0.2Fe0.2X0.2)3O4; X= Mg, Zn were prepared 
by one- or two-step pressureless sintering. The prepared samples had a single-phase spinel 
structure. M-H curves of all samples indicated that all samples exhibited ferromagnetic or 
ferrimagnetic behavior. The measured values of M, Mr and Hc of the prepared soft magnetic 
materials were mainly influenced by the heat treatment conditions; the influence of composition 
was less pronounced. Further analysis of both magnetic and structural properties is required to 
better understand the influence of heat treatment as well as the influence of Zn and Mg addition.  
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Abstract.  
This paper deals with the measurement, evaluation and visualization of reference tubes for a 
primary reference piston flowmeter. The aim is to accurately analyze the geometrical properties 
of the tubes that will be used in the primary standard piston flowmeter at the Slovak Institute of 
Metrology. The work discusses and compares two methods of evaluating radius of one of the 
tubes. One based on geometric measurement and the other based on weighing. 
Keywords: Flowmeter, Weighing, Geometrical Measurement, Tube 

1. Introduction 
The Slovak Institute of Metrology (SMU) has always tried to implement metrological standards 
in-house. This has many advantages: the development of the device will be fully under the 
control of the SMU and the members of the implementation team will gain incomparable 
experience working on the finished device. The need for Primary Standard Piston Flowmeter 
began when the existing old flowmeter manufactured by external company started to fall apart. 
After close investigation it was clear that repairment would be harder than making a new one. 
The new solution will be completely designed in SMU while new parts or unified components 
will be bought in respective companies suited for such needs. 
This paper mainly deals with the tubes that will be part of Primary Standard Piston Flowmeter. 
Luckily, we can make use of existing tubes that were used in old device. However, we need to 
measure the exact volume of such tubes [6]. There are two ways to measure volume. By 
geometrical measurement of tubes or by gravimetric determination of volume. 

2. Subject and Methods 
The main principle of Primary Standard Piston Flowmeter is based on constant speed of piston. 
The exact knowledge of volumes of the tubes is necessary for correctly determining flow 
values. The piston will be pushing air (or other gas) in tube and with knowledge of speed and 
volume we can calculate the volume of air that was pushed. This standard is intended for the 
calibration of lower-order meters, such as venturi nozzles, gas meters and flowmeters.  
In this paper we will compare diameter results of two different methods only for one of the 
tubes. 
 
Method for calculating radius using geometrical parameters 
The data used were measured on 3D measuring machine Zeiss Prismo Ultra. The tube was 
adjusted into a y-axis of a measuring machine on two prismatic bases Fig. 1. The circularity 
measurement was carried out on the internal surface at the end of the tube. We carried circularity 
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measurements in 10 places, that were distanced 45 mm respectively. The straightness 
measurement was carried out in 8 places also on the internal surface around the perimeter [4]. 

 
Fig. 1. Placement of the sensor in tube [2]. 

The obtained data were converted into polar coordinates [1]. Only circularity measurement was 
used to determine radius using least square circles method [3]. Because of the length of the 
tube, we needed to measure from both sides. Radius of one cross-section circle was average 
value of roughly 520 measurements across whole circumference. For final value of radius, we 
used an average of all 10 radiuses of respective cross-section circles. Straightness measurement 
was mainly used to determine whether the tube has large irregularities of shape for which it 
could not be used for its purpose [2]. 
 
Weighing method for evaluating the internal surface 
The second method is based on gravimetric weighing of the tube. The point is to compare the 
tube before and after filling with a known liquid [6]. Using the weight difference, we can 
calculate the internal surface and acquire the diameter using Eq. 1. However, for this we need 
the exact value of liquid density. Determining the density requires accurate values of 
temperature, pressure and humidity of the environment, as well as the temperature of the liquid. 
We will use distilled water, which was degassed by pumping to remove air bubbles, thereby 
reducing weighing errors. 

 𝑑 ൌ  2ඨ𝑆𝜋 (1) 

Where S is the internal surface and d is diameter of the tube.  
Weighing was done on mass comparator Mettler Toledo XP5003S with range up to 5100 g and 
resolution 1 mg. During weighing we were monitoring temperature of distilled water on 4 points 
and averaged this value. Using temperature we calculated exact density. Lastly, we needed the 
total length of tube, which was measured here in SMU on Renishaw XL-80 laser interferometer. 
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3. Results 

In Fig. 2 on the left we show circularity of various values of radiuses with respect to angle in 
different cross-section cuts on first side [1, 3]. On the right we can see same thing but on the 
second side of the tube.  

 
Fig. 2. Circularity of cross-section cuts. Source: own. 

Table 1 presents final values of radius evaluated using the first method based on geometrical 
measurements. It includes all measured circles, or rather, specific locations on the tube, where 
r represents the radius of the respective circle, ur is the uncertainty of this radius. 
 
Table 1 - Averages of radiuses for all circles 

 
 
Uncertainty of geometrical method 
We have evaluated uncertainty of type A with formula 2, where r is radius and n is number of 
measurements. The type B uncertainty includes the deviation from cylindricity, as well as the 
machine's accuracy and resolution [5]. 

 𝑢 ൌ ඨ∑ ሺ𝑟 െ �̅�ሻଶୀଵ𝑛 ሺ𝑛 െ 1ሻ  (2) 

Uncertainty of the weighting method 
Since it was very difficult to repeat measurements of tube filled with water because keeping the 
tightness of the bottom turned out to be problematic. Because it was a mass comparative 
method, we use the accuracy of the weights which was 0.5 mg and the readability of the mass 
comparator 1 mg. Additionally, we included the highest contributor of error from leakage which 
was estimated to be 500 mg [5]. 
Results 
Diameter calculated using geometrical measurement is as follows 

 𝑑 ൌ ሺ44.448 േ 0.033ሻ mm, ሺ𝑘 ൌ 2ሻ (3) 

Circle 1a 2a 3a 4a 5a 5b 4b 3b 2b 1b Average 
r (mm) 22.2216 22.2212 22.2217 22.2207 22.2220 22.2242 22.2255 22.2319 22.2256 22.2240 22.2238
ur (%) 0.018 0.038 0.027 0.028 0.010 0.011 0.042 0.083 0.083 0.037 0.0377
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And diameter calculated using weighing method 

 𝑑 = ሺ44.463 ± 0.016ሻ mm, (𝑘 = 2) (4) 

4. Discussion 
This paper discussed differences in measured values of tube. As we can see from Eq. 3 and 4 
there are some differences but both methods largely confirm each other. We do not believe that 
changing the methodology in the future is necessary. Given the lower uncertainty, we assumed 
that the weighing method probably makes more sense for this particular tube.  

5. Conclusions 

We have concluded that for larger tubes the method using geometry will be better but for this 
particular tube it seems that the geometric parameters such as straightness and circularity will 
primally serve as confirmation that the tube resembles a cylinder. We will use this knowledge 
to measure other tubes. These results will be very useful for the development of flow standards 
in metrology of Slovakia. 
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Abstract: Phosphorus magnetic resonance spectroscopy (31P MRS) is a valuable noninvasive 
tool for assessing muscle metabolism. However, ensuring data quality remains a challenge due 
to variations in patient characteristics and experimental setups. This study assesses the 
applicability and transferability of the quality control score (QCS) developed by Naegel et al., 
using our dataset collected at the High-Field MR Center (HFMRC) in Vienna. A total of 124 
datasets were included, comprising healthy controls, obese volunteers, and patient groups with 
muscle-related conditions. Dynamic 31P MRS spectra were acquired using 31P MRS each site, 
and metabolic parameters such as mitochondrial capacity (Qmax) and phosphocreatine (PCr) 
recovery time constants (τ) were analyzed. The original QCS-REF criteria based on Naegel et. 
al. proved inadequate, leading to the development of modified quality control thresholds (QCS1 
and QCS2). These adjustments improved data classification, ensuring a more reliable 
assessment of muscle metabolism. The study highlights the need for adaptable QC parameters 
in 31P MRS research, particularly when applied across diverse patient populations and 
experimental settings. The modified QC thresholds enhance the robustness of muscle 
metabolism assessments, supporting their use in clinical diagnostics and research applications. 
 
Keywords: Quality Control, Skeletal Muscle Metabolism, 31P MRS 

1. Introduction 

Phosphorus magnetic resonance spectroscopy (31P MRS) is a noninvasive technique of choice 
for dynamically assessing the concentration of phosphorylated metabolites, which are directly 
related to the respiratory capacity of mitochondria [1,2]. However, processing and evaluating 
dynamic data can be challenging, as large discrepancies in results may arise due to the quality 
of the data, which is often influenced by patient characteristics and the experimental setup. A 
recently presented advanced data quality control (QC) pipeline [3] aims to ensure unbiased and 
accurate results when large patient datasets are used in clinical settings. Based on expert 
consensus [1], the QC pipeline introduced six key parameters to assess the quality of 31P MRS 
measurements, such as phosphocreatine (PCr) depletion, the coefficient of determination (R²) 
for kinetic fits, and recovery time constants (τ) of PCr and inorganic phosphate (Pi). 
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This study aims to evaluate the applicability and transferability of the QC score (QCS) 
developed by Naegel et al. [3, 4] using a dataset from 124 patients at the High-Field MR Center 
of the Medical University of Vienna. Additionally, it seeks to determine the sensitivity and 
limitations of in vivo 31P MRS in assessing muscle metabolism and diagnosing conditions 
associated with reduced muscle strength, such as sarcopenia and myopathies, within this patient 
group. 

2.  Subjects and methods 
The study included six groups: healthy young controls (HCY), elderly healthy controls (HCE), 
obese volunteers (OV), patients with Parkinson’s Disease (PD), Alzheimer’s Disease (AD), and 
Mild Cognitive Impairment (MCI).  
Table 1: Characteristics of patient groups  

Patient  
group 

ALL PD AD MCI OV HCE HCY 

Number 124 17 
(6f+11m) 

19 
(13f+6m) 

35 
(33f+2m) 

18 
(13f+5m) 

22 
(19f +3m) 

13 
(9f+4m) 

Age (yrs) 59 ± 18 68 ± 8 76 ± 8 70 ± 7 38 ± 7 69 ± 8 34 ± 5 
BMI 26 ± 4 25 ± 3 25 ± 7 26 ± 5 34 ± 4 26 ± 5 21 ± 5 

 
Measurements were performed in the morning after overnight fasting in a single exercise-
recovery session. Volunteers were positioned supine with the right calf placed on the RF coil, 
which was installed on a non-magnetic ergometer, inside the scanner. Dynamic 31P MR spectra 
were obtained using the DRESS sequence (TR/TE* = 2000/0.4 ms, NA = 1, vector size of 1024; 
420 measurements) with the VOI placed to the gastrocnemius medialis muscle. The 
examination protocol included a two-minute rest, a 6-minute exercise (plantar flexion, 2s), and 
a 6-minute recovery period. An MR-compatible ergometer with pneumatic pedal resistance and 
exercise triggering via sound feedback was used. Resistance was set at 25-30% of maximal 
voluntary force (MVF). 
31P MR spectra were analyzed using the AMARES fitting routine in jMRUI v5.0 and MATLAB 
script to produce consistent and comparable results. 
Metabolic parameters such as mitochondrial capacity (Qmax) and recovery time constants (τ) 
of PCr and Pi were calculated. T. Naegel et al. [3] proposed a set of criteria (QCS-REF) to 
assess data quality, including parameters like PCr depletion, R² values for recovery and exercise 
fits, and stability of PCr + Pi sum. 

3. Results 
The quality control limits (QCS-REF) from the earlier publication [3] were found to be 
inadequate for our patient groups. Specifically, only 32% of all patient data from all the data 
met the QCS-REF criteria. Additionally, fewer data points from these groups met the QCS-
REF standards during the exercise (on-kinetics) phase.  
This discrepancy prompted the development of two new quality control sets, QCS1 and QCS2, 
which were designed to better accommodate the specific characteristics of the patient 
populations. The newly introduced quality control limits proved to be more effective in 
classifying the 31P MRS data as high-quality, offering reliable insights into muscle energy 
metabolism during exercise.  
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Fig. 1. Data acceptable for further evaluation: The number of patients across different groups (PD, AD, MCI, 

OV, HCE, HCY) is shown for all data, followed by classification based on the Quality Control Score 
from Naëgel et al. (2023) (QCS-REF). The number of patients increased when applying our modified 
QCS1 and QCS2, indicating a broader inclusion of data under these criteria. 

The evaluation process focused on several key parameters, as outlined by the original study [3], 
which included the R² determination coefficient for the exponential fit of the kinetics of PCr 
and inorganic phosphate (Pi), the decrease in PCr during the recovery phase, the coefficient of 
variation (CV) for PCr at the end of both the exercise and recovery phases, and the pH change 
during the exercise phase. To evaluate data quality, three quality control schemes were applied: 
the original reference-based scheme (QCS_REF), and two modified variants (QCS1 and 
QCS2), which are described below. 

 
QCS-REF: The original set of quality control limits from the reference study [3, 4].  

 
1. PCr depletion < 20%: less than 20% - the interpretation of τPCr recovery is not valid 
2. R2 τPCrrec/τPirec < 0.7: coefficient of determination less than 70% reflects poor data 

quality 
3. R2 τPCrexercise/τPiexercise < 0.7: coefficient of determination less than 70% reflects 

poor data quality 
4. PCr + Pirest = PCr + Piexercise: large variation in PCr + Pi reflects corrupted data 
5. τPCrexercise/τPiexercise > 100 s: reflects a linear behavior unlikely to represent 

mitochondrial function 
6. Coefficient of variation of τPCrrecovery/τPirecovery > 10%: excluded 
7. SNR 

 
QCS1 omitted the original criteria 2 and 3, which excluded data based on R² values for τPi 
during recovery (R² τPi-Rec < 0.7) and exercise (R² τPi-Ex < 0.7), while leaving the remaining 
criteria unchanged. In contrast, QCS2 retained the conceptual basis of QCS_REF but replaced 
the separate evaluation of PCr and Pi fits (criteria 2 and 3: R² τPCr < 0.7 and R² τPi < 0.7) with 
a combined exclusion threshold of (R² τPCr + R² τPi) < 1.4 for both exercise and recovery 
phases. 
Since no significant differences in recovery (τREC) or exercise time constants (τEx) were found 
between the patient groups when applying our modified QCS limits, we determined that these 
limits remain applicable. These parameters are essential for the long-term monitoring of muscle 
health. 
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Table 3: Time Constants τPCr for Recovery Different Patient Groups 

4. Conclusions 
This project successfully achieved its objectives by developing a joint methodology for 
evaluating the quality of dynamic 31P MR spectra. The findings are expected to enhance 
diagnostic practices and advance clinical research in muscle metabolism. 
The study confirmed that parameters such as PCr depletion, R² values for τPCr and τPi, and the 
coefficient of variation (CV) of τPCr are effective for objectively assessing the quality of 31P 
MRS measurements. The transferability of the original QCS-REF pipeline was found to be 
highly dependent on patient groups and the repetition time (TR) used. Shorter TRs resulted in 
lower signal-to-noise ratios (SNR) for Pi, which made it challenging to meet some of the QCS 
criteria. Nevertheless, the modified QCS1 and QCS2 thresholds provided a reliable approach 
for ensuring data quality. 
In conclusion, this study highlights the importance of adjusting quality control parameters 
according to patient characteristics and experimental conditions to ensure reliable, comparable 
data in clinical applications of 31P MRS. The revised quality control limits (QCS1 and QCS2) 
were more suitable for our patient's dataset, improving the classification of high-quality data 
and offering more reliable insights into muscle energy metabolism during exercise. For future 
manuscripts, we will include data from a comparable group of volunteers with muscle weakness 
from the Institute of Clinical and Experimental Medicine in Prague, where different 
experimental setups and ergometer types are used, to assess whether the modification of QCS 
thresholds is also suitable for their cohorts.  
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 Time constant τPCr for recovery period  
PD AD MCI OV HCE HCY 

QCS-REF 46 ± 18 96 ± 41 48 ± 27 39 ± 23 55 ± 25 68 ± 26 
QCS1 62 ± 27 111 ± 66 48 ± 29 60 ± 47 47 ± 24 60 ± 33 
QCS2 89 ± 62 100 ± 71 54 ± 38 63 ± 49 48 ± 24 61 ± 34 
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Abstract. The aim of this study was to assess the impact of knee positioning on the volume and 
thickness of nine femoral cartilage segments, as variations in knee alignment can affect 
measurements. Eight volunteers underwent a test-retest scan using a 3D DESS sequence in five 
knee positions. Knee position angles were measured in axial view and correlated to cartilage 
volume and thickness in the femoral region. We found that knee positioning during 
measurement has minimal impact on femoral cartilage volume. However, the thickness of the 
lateral anterior and central trochlear femur cartilage is affected. 
Keywords: MRI, Cartilage, Segmentation, Volume, Thickness 

1. Introduction 
The cartilage thickness and volume measurement from MRI images has become a vital part of 
clinical trials and longitudinal OA studies. Due to the availability of automatic segmentation 
tools, assessment of cartilage volume becomes quick and accessible [1, 2]. As volume is 
measured from hundreds to thousands of voxels per ROI, it is relatively robust [3]. The case 
cartilage thickness is much more complicated, as in a plane, the cartilage tissue spans across 2-
10 voxels, and inclusion or exclusion of voxels at the boundary can make a large difference. 
Furthermore, the measured thickness of cartilage can vary with the slice positioning. Many 
parts of a protocol, such as MR sequence parameters, MR hardware, or time between follow-
ups, are fixed to ensure that the observed change in cartilage volume and thickness is caused 
by degenerative/regenerative processes and not by other confounders. Consistent patient 
positioning during follow-up visits improves the overall precision; however, due to various 
reasons, such as pain, the same positioning might not be possible. The objective of this 
experiment was to assess the effect of knee positioning on cartilage volume and thickness in 
healthy young volunteers. 

2. Subject and Methods 
The left knees of eight healthy volunteers (4 male, 4 female, mean age: 35.5 ± 10.2 years) were 
scanned on 3T Siemens PrismaFit (Siemens Healthineers AG, Forchheim, Germany). The 3D 
DESS (TE=5ms, TR=14.1ms, 160 slices, 0.6x0.6x0.6mm3, flip angle=25°, 
acquisition=5:58min) was used. Each volunteer's patella center was marked with a black line, 
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and two additional lines spaced 1cm apart were drawn on each side (Fig. 1). A dedicated 15-
channel knee coil was positioned to align these lines with the scanner laser, producing five 
distinct knee positions: neutral, two medial rotations, and two lateral rotations. Knee Position 
Angles were measured using RadiAnt DICOM Viewer (Medixant, Poznań, Poland) (Fig. 2).  

 
Fig. 1. Knee positioning and segmentation of the 9 femoral cartilage segments: medial 

(anterior/central/posterior), trochlear (lateral/central/medial), and lateral (anterior/central/posterior).  

Images were automatically segmented using MR ChondralHealth version 3.1 (Siemens 
Healthineers AG, Forchheim, Germany), with manual corrections applied when necessary. 
Nine femoral cartilage regions were assessed: medial (anterior/central/posterior), trochlear 
(lateral/central/medial), and lateral (anterior/central/posterior).  

 
Fig. 2. Knee Position Angle measurements (top row) and visualization of the medial region of Central Trochlea 

(red) positioned in a sagittal slice (yellow) (bottom row). 

Cartilage volume was calculated by multiplying voxel volume by the number of cartilage 
voxels. Cartilage thickness was computed using a custom Python script. Cartilage voxels 
adjacent to the bone (proximal surface) (Fig. 3) were identified, and the real-world coordinates 
of voxel vertices shared between bone and cartilage at the bone-cartilage interface were 
calculated using the affine matrix. The distal surface voxel vertices were identified as vertices 
shared with the background (value 0) neighboring voxels. For each voxel along the distal 
surface, the nearest voxel along the proximal surface was found using a KDTree nearest-
neighbor search (SciPy library [4]). Cartilage thickness was calculated as the mean of Euclidean 
distances between each distal surface voxel and its corresponding nearest neighbor on the 
proximal surface, performed separately for each slice. The average thickness for each cartilage 
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segment was then obtained by averaging the thickness values across all slices within that 
segment. Slices with large discrepancies between the number of proximal and distal surface 
vertices may result in overestimated cartilage thickness. Therefore, measurements exceeding 3 
mm were excluded. A 2D approach was chosen to reflect the manual slice-wise measurement 
method, which relies on drawing multiple lines between the proximal and distal surfaces based 
on anatomical landmarks. Finally, correlations between knee rotation angles, cartilage volume, 
and thickness were evaluated using Spearman’s correlation coefficient (ρ). 

3. Results 
The observed correlations are listed in Table 1. The only significant correlations were 
observed in the lateral anterior central trochlear cartilage. 

Table 1  Spearman’s correlation coefficients between Knee Position Angle and Cartilage Volume and 
Cartilage thickness. Significant correlations are marked in bold. 

Femoral cartilage 
segment 

Correlation between 
Angle and Volume p-value Correlation between 

Angle and Thickness p-value 

Lateral anterior 0.146 0.370 0.414 0.008 

Lateral central -0.130 0.424 -0.134 0.408 

Lateral posterior -0.196 0.225 -0.209 0.196 

Medial anterior -0.048 0.770 0.208 0.197 

Medial central -0.156 0.335 0.113 0.487 

Medial posterior -0.300 0.060 -0.017 0.916 

Trochlea central 0.041 0.800 0.326 0.040 

Trochlea lateral 0.076 0.640 0.093 0.567 

Trochlea medial 0.014 0.932 0.078 0.630 

4. Discussion 
While there are weak correlations between knee rotation angle and femoral cartilage volume in 
healthy individuals, these correlations are not statistically significant and vary across different 
cartilage regions. There are, however, significant correlations between lateral femoral cartilage 
(ρ Lateral Anterior = 0.414, p = 0.008) and trochlear cartilage (ρ Trochlea central = 0.326, p = 0.040). As 
seen in the case of central trochlea, the relative position in the image position resulting in cross-
sections with varying thickness (Fig.2). In longitudinal studies, these variations might lead to 
apparent changes in cartilage thickness that are due to positioning inconsistencies, not disease 
progression. 

5. Conclusions 
Knee positioning in terms of rotation during measurement has minimal impact on femoral 
cartilage volume in 3D assessments. The consistent positioning of the patient should be secured 
for each follow-up in longitudinal studies. 
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Fig. 3. Example of extracted voxel vertices. Blue - proximal cartilage surface; Red – distal cartilage surface 
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Abstract. Magnetic Resonance Imaging (MRI) has emerged as a pivotal tool in clinical trials 
for osteoarthritis (OA) due to its superior ability to visualize joint structures and quantify 
disease progression. Advanced MRI techniques, including T2 and T2* mapping, ultrashort 
echo time (UTE) imaging, sodium imaging, and also volumetric analysis, enable detailed 
assessment of cartilage integrity, subchondral bone changes, and synovial inflammation. Semi-
quantitative scoring systems facilitate standardized evaluation, while automated image 
analysis enhances reproducibility. Integration of MRI biomarkers with clinical outcomes 
improves the sensitivity of detecting therapeutic effects, making MRI indispensable for modern 
OA research. In this work, the accuracy, reproducibility, and sensitivity of fully automated 
methods are elaborated upon.  
Keywords: Osteoarthritis, MRI, Quantitative 

1. Introduction 

Osteoarthritis (OA) is a prevalent degenerative joint disease characterized by the progressive 
degradation of articular cartilage, subchondral bone remodeling, and synovial inflammation. 
Accurate and sensitive assessment of these structural changes is essential for evaluating disease 
progression and the efficacy of therapeutic interventions in clinical trials. Magnetic Resonance 
Imaging (MRI) has become a cornerstone in OA research due to its non-invasive nature and 
superior capability to visualize and quantify joint structures [1]. Recent advancements in MRI 
techniques have significantly enhanced the ability to assess cartilage integrity, subchondral 
bone alterations, and synovial inflammation with greater precision. Techniques such as T2 and 
T2* mapping provide valuable insights into cartilage composition and hydration status [2]. 
Sodium imaging offers a unique approach to evaluating cartilage glycosaminoglycan content, 
a key biomarker of cartilage health [3]. Additionally, volumetric analysis facilitates 
comprehensive quantification of cartilage volume and thickness, providing critical data for 
monitoring disease progression [4]. 

2. Volumetric analysis of cartilage 
Volumetric analysis of cartilage is an essential component of osteoarthritis (OA) research and 
clinical trials, providing comprehensive quantitative data on cartilage volume, thickness, and 
morphology. Unlike conventional two-dimensional imaging techniques, volumetric analysis 
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utilizes three-dimensional (3D) MRI acquisitions to generate detailed reconstructions of joint 
cartilage, enabling precise measurement of cartilage loss and structural changes over time. 
High-resolution MRI sequences, such as double echo steady-state (DESS), 3D spoiled gradient-
echo (SPGR), and fast low-angle shot (FLASH), are commonly used for volumetric cartilage 
assessment. These techniques produce isotropic voxel data, allowing accurate segmentation and 
volume calculation in multiple planes without the need for interpolation. Automated and semi-
automated segmentation algorithms are increasingly employed to delineate cartilage boundaries 
efficiently, reducing observer variability and improving reproducibility (Figure 1).  

 
Fig. 1. Example of the automated cartilage segmentation 

Ground truth is critically important in the training of the automated cartilage segmentation as it 
serves as the reference standard for training, validation, and evaluation of segmentation 
algorithms. Typically generated through manual or semi-automated expert annotation of MR 
images, ground truth data represent the most accurate depiction of cartilage boundaries and 
morphology. High-quality ground truth is essential for supervised machine learning 
approaches, such as convolutional neural networks (CNNs), which learn to mimic expert-level 
segmentation. There are a few publicly available datasets of manual cartilage segmentation, 
such as ZIB (https://www.zib.de/research/pubdata) and SK-10 (https://ski10.grand-
challenge.org/). Before using the ground truth from public repositories, it needs to be carefully 
reviewed (Figure 2).  

 
Fig. 2.  The pitfalls of the ground truth generation for automated cartilage segmentation: A: an example of 

accurate manual segmentation from ZIB; B: an example of inaccurate manual segmentation from ZIB 
(segmentation leaks to effusion); C: in-house created ground truth (Medical University of Vienna, 
Austria); D: the most common challenges in late OA patients segmentation (osteophytes, cysts, effusion, 
cartilage thinning).  

Cartilage thickness measurement from MR images is another quantitative assessment in 
osteoarthritis (OA) research, as it provides an insight into cartilage degeneration and disease 
progression. Thickness measurements are typically obtained by calculating the shortest distance 
between the cartilage surface and the bone interface at each voxel location.  
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T2 and T2* mapping 
T2 and T2* mapping are advanced MRI techniques widely used to assess cartilage integrity in 
osteoarthritis. T2 mapping measures the transverse relaxation time, reflecting water content and 
collagen network integrity within the cartilage matrix. Increased T2 values typically indicate 
cartilage degeneration, including collagen disruption and increased water content. T2* 
mapping, on the other hand, is sensitive to magnetic field inhomogeneities and provides 
information about tissue composition, including calcification and iron deposition.  

Sodium imaging 
Sodium MRI is an advanced imaging technique used to assess cartilage health in osteoarthritis 
by directly measuring sodium ion concentration, which correlates with glycosaminoglycan 
(GAG) content. GAGs are essential components of cartilage that contribute to its compressive 
strength and hydration. Reduced sodium signal intensity indicates a loss of GAGs, reflecting 
cartilage degeneration and early signs of OA. Sodium nuclei (23𝑁𝑁𝑁𝑁) have a low natural 
abundance and low gyromagnetic ratio, resulting in a significantly weaker signal compared to 
conventional proton MRI. Achieving adequate SNR often requires long acquisition times or 
ultra-high-field MRI (≥7T), which may not be readily available. To improve SNR, sodium MRI 
typically uses larger voxel sizes, compromising spatial resolution. This makes it challenging to 
accurately assess thin cartilage layers, especially in small joints or early-stage osteoarthritis. 
Sodium MRI requires specialized coils and ultra-high-field MRI systems, which are costly and 
not widely available in clinical settings. Additionally, sequence optimization and advanced 
reconstruction algorithms are needed to enhance image quality. 

3. Automated pipeline for OA evaluation 
Volumetric analysis provides valuable insights into the spatial distribution of cartilage loss, 
which is crucial for detecting focal cartilage defects and subtle changes that may indicate 
disease progression or therapeutic response. Additionally, combining volumetric data with 
compositional MRI techniques, such as T2 and T2* mapping or sodium imaging, enhances the 
ability to assess not only cartilage quantity but also quality. Our research group has developed 
an automated pipeline for quantitative cartilage parameter extraction, including fully automated 
knee cartilage segmentation, T2 mapping, sodium concentration mapping as well as texture 
analysis [5]. The proposed automated technique for evaluating knee cartilage using 
morphological images delivers highly reproducible results while significantly reducing the 
effort needed for cartilage segmentation in longitudinal, large-cohort studies. The analysis of 
21 cartilage subregions enables a comprehensive assessment of the entire joint, allowing for a 
more targeted evaluation of cartilage degeneration or treatment monitoring. Furthermore, the 
automated detection of these precisely defined cartilage subregions represents a novel 
approach, making it particularly valuable for studies involving patients with knee osteoarthritis, 
where cartilage deterioration may occur in multiple areas. Additionally, the ability to extract 
information from T2 maps regarding early changes in cartilage texture within these regions 
paves the way for developing qualitative biomarkers that can enhance differentiation between 
treatment options. 

4. Conclusions 
T2 and T2* mapping offer quantitative, non-invasive biomarkers for detecting early cartilage 
degeneration before morphological changes become apparent. Both are valuable for monitoring 
disease progression and evaluating therapeutic interventions, providing critical insights into 
cartilage health and structural integrity in OA clinical trials. Sodium MRI provides a non-
invasive, quantitative biomarker for evaluating cartilage composition, offering unique insights 
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that complement conventional MRI techniques like T2 mapping. By providing precise and 
reproducible quantification of cartilage volume and morphology, volumetric analysis plays a 
pivotal role in evaluating the efficacy of novel therapeutic interventions and enhancing the 
sensitivity of OA clinical trials. 

 
Fig. 3. The output of the automated OA evaluation pipeline from MR images: A: T2 map overlaid with the 

segmentation acquired from DESS images; B: T2* map; and C: sodium MR image. Quantitative 
biomarkers are automatically extracted from the registered 3D datasets.  
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Abstract. 31P protocols, even at 7 T, are long, severely limiting the time available to collect flip 
angle maps needed for metabolite quantification across the heart. Here we aimed to evaluate 
the feasibility of accelerating 31P B1+ mapping in the myocardium at 7 T. Using the Bloch-
Siegert B1 mapping technique, flip angle maps were estimated using Cartesian 2D-MRSI 
(FACSI) and concentric ring trajectory-based 3D-MRSI (FACRT) and compared in the thigh of 4 
participants. FACRT was also estimated in the myocardium of 3 participants. We have found a 
non-identity linear relationship between FACSI and FACRT, raising the need for a correction. 
This correction yielded homogeneous flip angle values in the myocardium. Our 3D B1+ 
mapping approach, using half the acquisition time of a 2D Cartesian CSI-MRSI can 
significantly shorten the length of 31P protocols at 7 T while allowing absolute quantification 
of myocardial energetics. 
Keywords: MRSI, B1 Mapping, Bloch-Siegert, 7 T, Concentric Ring 

1. Introduction 
Phosphorus magnetic resonance spectroscopy (31P-MRS) can probe the energy metabolism of 
the human heart in vivo by measuring the phosphocreatine to adenosine triphosphate 
concentration ratio (PCr/ATP), an indicator of heart failure [1], or the chemical kinetics of the 
oxidative phosphorylation system. Absolute quantification of metabolite concentrations is 
needed where stable ATP levels cannot be guaranteed or when fluxes are to be quantified. 
Quantification of metabolite concentrations often requires the precise measurement of the 
transmit B1 field (B1+), particularly at 7 T where single-transmit coils are associated with large 
inhomogeneity of the B1+ field. B1+ measurements are also necessary for the assessment of ATP 
production rate constants using the four-angle saturation transfer [2] method. Bloch-Siegert B1+ 
mapping has been described as a reliable method [3] at 7 T. 
However, the standard Cartesian sampling strategy employed for this B1+ mapping method still 
requires long acquisition times, e.g., ~40mins [4]), if the whole heart is to be covered. Thus, the 
aim of this work was to compare B1+ maps collected using the standard Cartesian trajectory and 
using an accelerated concentric ring trajectory (CRT) [5] in the thigh muscle; and demonstrating 
the feasibility of accelerated 3D- B1+ mapping in the heart at 7 T. 
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2. Subject and Methods 
The thigh of the dominant leg of four healthy volunteers (2 females, age 32 years, weight 64kg), 
and the hearts of three healthy male volunteers (age 31 years, weight 77kg) were scanned supine 
in a Siemens Magnetom 7 T scanner (Siemens Healthineers, Germany) equipped with a whole-
body birdcage transmit and 16-channel receive array coil (Rapid Biomedical, Germany) (4). 
Standard 2D Cartesian chemical shift imaging (CSI)-based and a 3D CRT-based Bloch-Siegert 
sequence were used with the following parameters: Fermi pulse with Tp=8ms, t0=4ms, 
a=0.1ms, and ±1000Hz offsets; TR=2s (CSI) and 1.5s (CRT), TE=2.3ms (CSI) and 2.0ms 
(CRT), matrix of 16×16×1 (CSI), 10×10×10 (CRT leg) and 12×12×12 (CRT heart), bandwidth 
8000Hz (CSI) and 2778Hz (CRT), FOV 400×250×30mm3 (CSI) and 400×250×170mm3 
(CRT), spectral samples 2048 (CSI) and 756 (CRT), number of averages 2 (CSI), number of 
circles 11 (CRT). Only the CRT-based BS sequence was run during cardiac acquisitions. The 
total length of CSI-BS acquisition was 12:40 minutes, while CRT-BS took 5:16 minutes. 
CSI data were reconstructed online and CRT data were reconstructed offline using the non‐
uniform FFT (NUFFT) toolbox with min‐max Kaiser‐Bessel kernel interpolation and twofold 
oversampling in MATLAB (MathWorks, Natick, MA, USA). No density compensation was 
required. Individual coil data was combined using the WSVD algorithm [6]. All spectra were 
fitted using the OXSA toolbox [7] and the phase difference of the PCr signal was used to 
quantify the B1+ field. B1+ values expressed in µT were transformed into flip angles relative to 
the Bloch-simulated flip angle of a sinc pulse. 

3. Results 
Figure 1 shows a representative example of flip angle maps of the right thigh acquired using 
both the CSI and CRT acquisition methods. A linear regression between flip angles determined 
using CSI (FACSI) and CRT (FACRT) revealed a slope of 0.39 (95% CI: 0.19-0.58) and an 
intercept of 21.12° (95% CI: 13.43°-28.80°) for the dependence of FACRT on FACSI (for both p 
< 0.001).  Given the relationship between the two flip angles, FACRT was corrected back to 
FACSI. 
FACSI maps were not available in the myocardium, therefore, the same correction formula was 
assumed. As a result, Figure 2 shows a flip angle map of the heart before and after applying the 
correction described above, the correction resulting in a more homogeneous flip angle 
distribution over the myocardium. 

 
Fig 1.     Example of flip angle maps acquired using a standard Cartesian CSI-MRSI (a) and an accelerated 

concentric ring trajectory MRSI (b) readout. 
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Fig 2.     Flip angle maps of the myocardium of the 3 volunteers before (a, c, e) and after (b, d, f) correcting for 

the difference observed between FACSI and FACRT in thighs. The increased homogeneity of flip 
angles across the myocardium should be noted after the correction was applied. 
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4. Discussion 
We have shown that the acquisition of a 3D B1+ map using an accelerated, concentric ring k-
space trajectory is possible in less than half the time necessary for a 2D B1+ map acquired with 
the standard Cartesian CSI readout. 
There were differences between the flip angle values from the two acquisition types, 
necessitating the derivation of a correction formula to transform FACRT into FACSI. These 
differences might be explained by phase differences accrued during the circular sampling of the 
free induction decay curves during the CRT acquisition. 

5. Conclusions 
A fast, 3D B1+ mapping acquisition serves not only the acceleration of 31P acquisition protocols 
thus increasing participant comfort at 7 T, but ultimately also enables the collection of spatially 
more extensive 31P saturation transfer measurements. 
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Abstract. Functionally oriented fabric (FOF) is a woven textile featuring irregularly but not 
randomly integrated functional material strips in both warp and weft directions, designed to 
locally improve the mechanical properties of laminates. Low-cost material such as glass fiber 
is combined with high mechanical properties material such as carbon fiber. The subject of this 
work is to analyze the effect of two FOF laminate layups on natural frequencies of the laminate 
with a notch using finite element method and experimental evaluation. The layups of analyzed 
laminate panels are [0/45]s and [0/30/60]s. The width of the strips is 10 mm, the span of the 
strips is 20 mm and there is a 20 mm circular notch in the center of the panel right among the 
strips. The FEA is focused on a comparison of pure glass laminate and FOF laminate with the 
same plies’ orientation. The results show approximately 20% increase of FOF laminate natural 
frequencies for [0/45]s layup and about 5 % increase in twisting modes and 13 % increase of 
natural frequencies in bending modes for [0/30/60]s layup. The experiments focus on verifying 
the actual values of frequencies and subsequent comparison with numerical values determined 
by simulation. Experimental results show 1-10 % deviation for [0/45]s layup and 10-16 % 
deviation for [0/30/60]s layup. These enhancements help to prevent resonance in standard 
operating frequencies of mechanisms and machines, thus extending their operational lifespan. 
Additionally, the strategic placement of functional material strips around structural openings 
provides increased stiffness without the need for extra layers, effectively reducing the laminate's 
overall mass. This study highlights the potential of FOF to improve the dynamic performance 
and lifespan of laminated composite structures used in various engineering applications. 
Keywords: Functionally Oriented Fabrics, Composite Material, Modal Analysis, Natural 
Frequency, FEA 

1. Introduction
Woven fabrics are generally sorted into two groups based on the roving material. In the first 
case, warp and weft roving is made of the same material. The second type of fabric is so called 
‘hybrid fabric’, where roving in warp direction consists of different fibers than roving in weft 
direction, typically carbon-aramid combination [1]. Such a regular alternation of materials in 
the hybrid fabric leads to homogenization of the properties of the laminate layer. In contrast to 
these common types of fabrics, the functionally oriented fabric structure (FOFS) has irregularly 
distributed fibers of different materials in the warp and weft (Fig. 1). The base material (BM) 
predominates in the fabric. Such material is usually cheaper and has worse mechanical 
properties than the functional one. Functional material (FM) has a minority in the fabric and 
has better mechanical properties and therefore it is in principle more expensive than the base 
material. The base material in the fabric is E-glass EC13 272 Z20 T63C roving and functional 
material is carbon Tenax E HTA 40 E13 6K roving. The advantage of a FOF is the efficient use 
of expensive material with high mechanical performance quality. 
The production of a functionally oriented structure (FOS) allows lamination without cutting the 
continuous fibers in the layer and so having better mechanical properties at the same time. FOF 
is intended for use in the layup to locally improve mechanical properties to increase strength or 
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stiffness in required area. The suitable applications are laminates with holes for fasteners, or 
with openings such as windows or mounting openings providing access to machine parts under 
the laminate part. Another application is a large format laminate in which the strip of functional 
material weaved in the fabric acts like a ‘shell rib’. 

Fig. 1. Example of functionally oriented fabric (FOF). 

2. Subject and Methods
Vibration performance is enhanced by stiffness properties, which is a product of the fiber and 
ply orientation. The good damping characteristics are attributed to the polymeric matrix. 
Frequency response in case of rectangular plate, where thickness is much smaller than in-plane 
dimensions, is an out-of-plane behavior dependent on three factors: plate aspect ratio, density 
given by fiber volume ratio and plate flexural stiffness given by fiber orientation [2]. Key 
factors are flexural rigidity and position of the contributing plies. 
The damping of composite structures is more complex in analysis but is fundamentally a 
function of the matrix (resin), fiber-volume ratio, and ply orientation. The damping 
characteristic of materials is typically given as a loss factor, which is a function of the applied 
frequency. The loss factor is a ratio of the loss modulus to the storage modulus, both functions 
of frequency. The storage and loss moduli are derived from the relationship between the 
individual fiber and resin moduli, and the fiber-volume ratio. The loss factor of a unidirectional 
ply is typically dominated by the stiff fiber, but for matrix-dominated directions (45–90°) the 
loss factor increases significantly and is dominated by the viscoelastic matrix material. 
Therefore, when attempting to design a highly damped structure, a good proportion of ±45° 
plies is important [2]. 
The first method used to analyze dynamic properties of FOS is finite element method (FEM or 
FEA). Using ply-based modeling, 3D mesh for every layer is extruded from 2D mesh 
(CQUAD4 elements). The woven fabric lamina is defined by software as three layers of 
unidirectional fibers (UD). Two outer layers of UD (warp) and one intermediate layer of UD 
rotated by 90° (weft). Solution type SOL 103 and Lanczos method is used in structural analysis 
in SW Siemens NX. RoM model is used for predicting laminate material data [3]. The 
dimensions of the laminate are 200×100×thickness given by the layup. 

Fig. 2. Numerical models (left – CAD and FEM) and experiment setting (right). 
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Experimental modal analysis was performed on plates freely suspended on an elastic 
suspension. The system was replaced by a measurement model with 25 measurement points. 
The reference acceleration sensor was fixed with wax. Natural oscillations were induced using 
an impact hammer in the direction normal to the plate surface. Five impacts (measurements) 
were performed repeatedly at each location, from which the average transfer function was 
calculated. The modal parameters of the system were determined by regression calculation. 

3. Results
Fig. 3 shows shapes of the first three modes, where the first and third mode is twisting and 
second and fourth (not included in the figure) is bending. 

Fig. 3. Shapes of first three modes by numerical model (left – 0/45 and middle – 0/30/60) and by experiment 
(right). 

Absolute values are summarized in the following two tables (Table 1 and Table 2). Δ1 is the 
deviation of natural frequencies for glass only and FOF laminates. Δ2 is the deviation of 
numerical and experimental values of natural frequencies for FOF laminates. 
Table 1. Values of natural frequencies determined numerically and by experiment. 

Layup [0/45]s [0/30/60]s

Method Numerical Experimental Numerical Experimental 

Glass FOF Δ1 FOF Δ2 Glass FOF Δ1 FOF Δ2 

Modes [Hz] [Hz] [%] [Hz] [%] [Hz] [Hz] [%] [Hz] [%] 

1st 63.0 78.6 20 73.1 -8 102.5 108.5 6 128.7 16 

2nd 76.6 97.6 22 98.4 1 111.8 130.6 14 146.7 11 

3rd 152.5 189.3 19 177.4 -7 241.7 254.1 5 300.8 16 

4th 216.4 265.0 18 260.3 -2 315.8 355.8 11 - - 

5th 291.1 344.3 15 305.0 -13 447.6 471.5 5 - - 

6th   308.6 350.2 12 360.1 3 452.1 485.5 7 - - 
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Experimentally evaluated damping of 0/45 layup varies from 1.2 % for 1st mode to 0.8 % for 
4th mode. The damping of 0/30/60 layup is from 1.0 % for 1st mode to 0.5 % for 3rd mode. 

4. Discussion
Lamination with FOF reduces the number of layers which leads to mass reduction. Laminate 
made of FOF can be symmetrical, has uniform thickness and can be made in a closed mold to 
get A-surface on both sides of the part. 
The shapes of first and third mode show twisting. Second and fourth mode show bending 
deformation. The shapes of modes for glass only laminates and for FOF laminates are the same. 
The values of natural frequencies are summarized in Table 1. Natural frequencies of the first 
four modes of 0/45 layup increase about 20 % against glass only laminate values. In case of 
0/30/60 layup FOF, the more significant increase about 14 % is noted for bending modes, while 
the increase about 5 % is noted for twisting modes. When comparing numerical and 
experimental results, better match of results from 1 to 10 % is shown by 0/45 layup. Higher 
deviation from 11 to 16 % in case of 0/30/60 layup is given by higher deviation of fiber 
orientation caused by wet layup manufacturing technology. 

5. Conclusions
The benefit of FOF is effectively distributed material properties in the specific areas where the 
best material performance is needed. FOF allows to reduce the number of layers in layup as 
there is no need to puzzle cuts of different materials. That can help to reduce waste in mass 
production. The carbon fiber placement in warp and weft direction, strip width and span of 
strips can be modified during weaving process of FOF according to the application 
requirements. FOF structure helps to increase natural frequency of laminate, which prevents 
standard operating frequency mechanisms and machines to reach the resonance. The functional 
material strips within the structure and especially around a structural opening (hole) helps to 
stiffen the laminate and the opening edge respectively. Speaking about resonance and stiffening 
the opening edge, the FOF has potential to prevent the resonance of mechanical joints, which 
can extend the joints’ lifespan. 
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Abstract. When measuring air ions in nature, it is useful to measure not only commonly used 
variables such as temperature, relative humidity, atmospheric pressure, but also less commonly 
monitored variables to characterize the environmental conditions that affect the concentration 
of light air ions. Among the most important are the concentration of airborne aerosols, the 
radioactivity of rocks and, last but not least, the strength of the Earth's electric field. This varies 
over time according to the current weather, and is strongly influenced by nearby storms. It is 
known from the literature that the concentration of light air ions increases significantly during 
a storm, and in this respect, it would be very valuable to have a simultaneous record of the 
concentration of light air ions and the near-surface electric field strength. The aim of this paper 
is to design a low power electrostatic field sensor with continuous recording and sufficient 
sensitivity, automatically selected according to the ambient conditions. 
Keywords: Electrostatic Field Earth, Air Ions, Electric Field Mill. 

1. Introduction
Previous research work [1], [2] has focused on the measurement ion concentrations of light air. 
Using the Aspiration Condenser method, the polarity of light negative ions and their mobility 
can be determined. However, in order to fully characterize the actual ion conditions at the 
measurement site, it is necessary to also measure the concentration of airborne aerosols, radon 
and also the Earth's electric field strength. The aim of the effort was to develop a sensitive 
apparatus, applicable both for the case of nice sunny weather with low electric field strength 
and for the other extreme case, when a thunderstorm is present in the vicinity of the 
measurement and the Earth's electric field is affected by it. 
Data from long-term measurements of the electrical characteristics of the atmosphere near the 
Earth's surface indicate the existence of an electric field of about 130 V/m and an electric current 
density of about 10-12 A/m2 [3]. The Earth's surface has a negative charge and the ionosphere 
has a positive charge. These parameters are determined under so-called clear weather 
conditions, i.e. the absence of clouds, wind and snow storms in a given region of the Earth. 
Measuring the electric field near the Earth's surface allows an estimate of the Earth's effective 
charge, which is 105 C. Since the Earth's atmosphere has electrical conductivity, in the absence 
of sources of electric field in the atmosphere, it would discharge in about 10 minutes. According 
to the modern concept, storm clouds are the main source of the electric field in the troposphere 
and stratosphere. Storm clouds act as current generators. It should be noted that in areas where 
storm clouds exist, currents flow that charge the atmosphere and in areas without storm clouds, 
currents flow that discharge it. In the 20th century, Simpson, Machuli and Sverdrup discovered 
the so-called unitary variation of the atmospheric electric field, i.e., synchronous changes in the 
field strength on Earth [3]. During a thunderstorm, the electric field strength in the vicinity of 
the Earth can reach 20 kV/m and re-polarisation can occur locally. Apparatus ranges have been 
designed within this range. For the time being, it is considered to be placed on the surface of 
the earth in conjunction with an ions meter; in the future, it would be possible to place it on a 
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drone, for example. Simultaneous monitoring with earthquake and cosmic ray manifestations 
also seems promising. 

2. Design of measuring apparatus 
Among several measurement principles used, the principle of charge induction on the 
measuring plate (Electric Field Mill) was selected [4], [5]. In an electrostatic fluxmeter type 
device, the electric field strength is converted to electric current by means of a rotating 
electrostatic generator based on the electrostatic induction phenomenon. The flow of 
electrostatic induction of the measured field induces an electric charge on the measuring plate. 
A modulator - the shielding plate - periodically shields the measuring plate in the electric field, 
so that the value of the induced charge changes periodically. The charge flowing into and out 
of the plate creates a current which is amplified, for example, in a current/voltage converter. 
The amplitude of this current i is proportional to the strength of the electric field to be measured, 
the frequency of rotation of the modulating plate and the area of the measuring plate, the phase 
being determined by the direction of the electric field on the surface of the measuring plate [6]. 

 ( )0

2
f n R r E

i
ε ⋅ ⋅ ⋅ − ⋅

= , (1)

Where ε0 is permittivity of vacuum, f frequency of rotation of the shielding plate, n number of 
rotor plates, R outer radius of the plate, r inner radius of the plate, E je measured electric field. 
The original design [4] has been significantly revised. The design of the measuring probe was 
based on the paper [6]. The latter, in addition to the reported sensitivity, also addressed the 
optimal ratios of the outer and inner radii of the rotor and their spacing for a homogeneous 
distribution of the electrostatic field inside the probe. The outer radius and inner radius were 
designed to be 3 cm and 1 cm, respectively, and the air gap was designed to be 3 mm. When 
comparing with the factory products, the outer radius of R=7 cm and inner radius of r=2 cm 
was finally chosen in the proposed design considering the diameter of the structural tube and 
the location of the electronics. With n=6 and a speed of 2800 rpm, the current i=0.358 nA is 
obtained with an assumed electric field strength E=100 V/m. 
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Fig. 1. Block diagram of the proposed electrostatic field sensor. 

To achieve the necessary sensitivity, it is necessary to use the principles of high-impedance 
measurement and to place the sensing electrode on high-quality Teflon insulators. A high-
quality electrometric amplifier LMC6001A with an input current of less than 20 fA was used. 
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In its feedback loop, two resistors 1 MΩ and 10 MΩ are switched, the time constant is short, so 
it is possible to measure even relatively fast changes in the electrostatic field. 

                              

Fig. 2. Rotating part of the probe on the left, teflon insulator center and the reflection ground plane on the right 

This is followed by a voltage amplifier with a gain of AU=27, designed according to the 
calculated sensitivity in the frequency range 7.5 Hz to 1500 Hz. Most of the available Electric 
Field Mill solutions have too high-power consumption of 2.4-8 W. Neither the most commonly 
used stepper nor synchronous motor was used, but a low power DC motor far enough away 
from the sensing electrode not to cause commutator interference. Its consumption in the 
application is only 20 mA at 5 V supply. It is suitably EMI filtered. A synchronous detection 
method is used to suppress interference and noise. The motor speed is sensed through an optical 
sensor, a control loop is introduced to stabilize the speed through an Arduino Nano 
microprocessor system. The signal from the photodiode is suitably phase shifted and controlled 
by the AD630 circuit. At its output is an elliptic filter with switched fifth-order capacitors 
MAX7426 excellent for low power consumption and easy re-tuning in the range of 1 Hz to 
12 kHz. The filter is followed by a summing amplifier, needed to shift the measured voltage to 
positive values only, so that they can be processed by the ADS1115 A/D converter. The results 
are periodically stored on the SD card, the time indication is obtained from the RTC circuit, 
which is also used to wake up the Arduino.   

3. Results 
The whole apparatus is placed in a metal shielding enclosure made of ferromagnetic material. 
The necessary structural fixings of the DC motor are made on a 3D printer. To achieve low 
power consumption, the principle of periodic sleeping and waking of the designed apparatus 
has been used. From the known waveforms of the Earth's electric field change, it seems 
appropriate to choose a wake-up interval of about 5 minutes, the measurement time is 1 minute. 
This can significantly reduce the consumption of the apparatus, achieving a consumption of 5 
V/57.7 mA (288 mW) during measurement and 5 V/8 mA (40 mW) during sleeping.  

                                           
Fig. 3. Amplified signal at the amplifier output (yellow) and synchronously rectified signal at the AD630 input 

(green) on the left. Signal at the AD630 output (yellow) and filtered signal at the filter output (green). 
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Fig. 4. Overall design of the electrostatic field structure on the left and detail of the location of the grounded 

rotor, sensing electrode, and referee ground plate relative to the optical speed sensor. 

4. Conclusions 
The proposed solution gives a high range of measured values from E=10 V/m to 50 kV/m. The 
sensitivity is limited mainly by the interference from the DC motor at a very low frequency of 
1 Hz, which is synchronously coupled to the speed. On the other hand, the use of this low power 
motor gives the possibility of longer field endurance and the achieved power consumption is 
10 times less than commercial solutions. A way to improve the instrument would be to place a 
high pass filter after the amplifier with a cutoff frequency of 20 Hz and even better DC motor 
suppression. The calibration will be done on a workstation with a regulated high voltage source. 
In particular, simultaneous measurements of electric field strength and airborne ion 
concentration in nature are expected. In addition to the measurements in nature, the apparatus 
will also be used to test building materials indoors [7]. 
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Abstract. Task of a force measurement during technological processes in single-purpose 
machines was formed by their designers. No commercial solution for a simple connection to a 
ball screw system was found. This was an impulse for the development of a sensor designed as 
a replacement for the standard part. The sensor body was optimized by FEM analysis. The 
functional sample of the sensor was made and widely tested. Due to the force measurement 
from four independent strain-gauge systems, not only overall force but also non-symmetric load 
can be identified. It can help, for example, in control of forcing-in processes. 
Keywords: Force Sensor, Ball Screw, Linear Guide, Strain Guage 

1. Introduction
The force measurement in single-purpose machines is a typical request for forcing-in processes, 
part insertions, or similar tasks. The force signal is used as feedback quantity and also for 
control of process quality. The commercial solution should be the usage of electronic pressing 
units, where the force measurement is implemented (produced, e.g., by Kistler), but these units 
are quite expensive. Usage of standard strain-gauge force sensors is demanding due to 
dimensions, position quite far from the acting force, non-axial load, and other problems. The 
monitoring of a servomotor current/torque is quite often used as a cheap and simple solution, 
but the accuracy of these results is quite low. Measurements done directly on ball screws or 
linear guides were made for diagnostics or studies of behavior (friction, pre-tightening, etc.) 
[1],[2],[3],[4]. A commercial solution designed for loading force measurement on the ball screw 
linear guides was not found. This was an impulse for the development of a sensor designed as 
a replacement for the standard part.  

2. Sensor design

Fig. 1. Standard Nut Bracket part from THK [5] (left), the sensor body with deformation element and the same 
connecting points as the standard part (right) 
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The linear guides are typically driven by a ball screw. A ball nut is mounted to the moving table 
by a part called a Nut Bracket. This part was chosen as the best possibility for replacement by 
the force sensor.  
The first idea of the sensor body shape (Fig. 1) was optimized by FEM analysis using NX 2206 
software by Simens. The load force should produce deformations in the exact points of the 
deformation element, and both connecting surfaces can stay perpendicular. The cross-section 
area of the deformation zones determines the force range and sensitivity. The realized sample 
was designed for a maximal load of 10 kN. Fig. 2 shows the main results from the FEM analysis. 
It means the shape and values of the deformation in the whole sensor body. The foil strain-
gauge sensors are placed in the zones with the biggest deformation. The typical level of foil 
stain-gauge sensors deformation is approximately 3000 µm/m for a cyclic load and 7000 – 
10000 µm/m for a static load. The optimized model in Fig. 2 shows for 10 kN load the maximal 
deformation 4380 µm/m, so it is ideal for pseudo-static applications like forcing-in. 
 

  
Fig. 2. FEM analysis results – shape of deformation (left) and relative deformation in mm/mm (right) 

Strain-gauges EA 13 250BG 120 from Micro Measurements were chosen for the sensor. This 
strain gauge is made for universal usage; the grid length is 6.35 mm, and the overall length is 
9.53 mm; it can measure in the temperature range from -75° to 175°C with a nominal resistance 
of 120 Ω. This type is designed for application to duralumin deformation elements. 

3. Sensor realization 
The sensor body was made from duralumin EN AW-2024 T351 AlCu4Mg1. Internal stress is 
reduced in this material, so it is suitable for sensor elements. The basic concept of the 
deformation element supported by FEM analysis planned to use eight strain-gauges in zones 
with the biggest deformations (see Fig. 2). Two strain gauges are glued by cyanoacrylate glue 
to every edge of the deformation element. Couples of the strain gauges from each edge are 
connected to independent half-bridges. One strain-gauge in every half-bridge is during 
deformation elongated and the second one is shortened. This leads to a two-time higher 
sensitivity of the measuring elements and compensation for the thermal influence [6]. Strain-
gauges and wires are partly protected by a layer of silicone rubber. 
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Fig. 3. The sensor before testing placed to the ball screw, the moving table is not mounted yet 

4. Tests and results 
The special stand with a linear guide and ball screw was made for the sensor testing. This stand 
can be easily modified for manual or servomotor drive, different geometry, and position of 
loading force. Part of the stand was a calibrated force sensor HBM U2B used as a reference 
value of the loading force.  
The signals from the four half-bridges were recorded separately. The first test was made with 
an ideally symmetric load, and signals from the strain gauges were measured in [µm/m]. All 
four half-bridges showed nearly identical values, so it was possible to divide the load force to 
four equal parts. It was possible to calculate calibration constants (signal is linear) for each half-
bridge; the results are: 1st half-bridge  596.26 N/mV/V, 2nd half-bridge 594.19 N/mV/V, 3rd 
half-bridge -581.65 N/mV/V and 4th half-bridge -586.68 N/mV/V. 

 
Fig. 4. Signals from four half-bridges for test with non-symmetric loading force 
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The sensor behavior during non-symmetric load was tested by moving the load force outside of 
the ball screw axis and also by the asymmetric position of rails in a linear guide. Asymmetric 
rails’ influence is very small, but non-symmetric load force leads to unbalance between half-
bridges signals (Fig. 4). Two of them have a signal higher than one-quarter of the force, and the 
second couple has a signal lower. The sum of all four signals represents the loading force 
correctly; difference between signals corresponds to the level of non-symmetricity. It can be 
used, for example, for control of forcing-in processes if the parts are pressed in the correct 
position.  
The sensor signal, compared to the real loading force, is influenced by friction and passive 
forces in linear guides. It can be compensated by calibration in the active direction of the 
movement or by measurement of these parasitic forces and their adding/subtraction from the 
sensor signal. 

5. Conclusions 
The force sensor for linear guides with a ball screw was designed, produced, and tested 
according to single-purpose machine designers’ requirements. The sensor can be easily 
modified for different sizes of linear guides and different force ranges. 
The functional sample of the sensor for THK BTK2510V linear guide was widely tested on a 
special stand. Due to four independent strain gauge measuring systems, the sensor is able to 
detect not only the loading force but also its non-symmetricity. The sum of the signals 
corresponds to the overall loading force, the difference between the signals corresponds to the 
level of non-symmetricity. The sensor was also tested by a cyclic load for verification of long-
term stability. 
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Abstract. Spatial distribution of electron beam induced current (EBIC) across p-GaN/n-GaN 
junctions is studied by 3D numerical simulations using the Monte Carlo (MC) method. 
The influence of beam and sample specific parameters on EBIC line profiles is examined 
to provide insights into the charge carrier generation, diffusion, and collection at the p-n 
junction. Among various parameters influencing the EBIC signal, in this paper we focus 
on the effect of the space charge region (SCR) on both the intensity and spatial distribution 
of the EBIC signal. Wider SCRs lead to flat-topped maxima shifted toward the lower doped 
region and problematic estimation of physical p-n junction position, whilst narrower SCRs 
result in a reduced signal intensity due to decreased collection efficiency.  
 
Keywords: Monte Carlo method, Numerical Simulation, EBIC, GaN, Diffusion Length  

1. Introduction 
EBIC is a powerful technique for the characterization of semiconductor p-n junctions, providing 
insights into carrier transport, recombination, and electric field distributions at the 
nanoscale [1]. In gallium nitride (GaN) devices, EBIC plays a crucial role in the evaluation of 
the electrical properties of p-n junctions, which are fundamental to power electronics and 
optoelectronic applications. However, the interpretation of EBIC measurements is often a 
complicated process, a situation largely due to the influence of carrier diffusion, drift, and 
recombination mechanisms. MC simulations provide a robust approach to modeling the spatial 
distribution of the EBIC signal across p-n junctions by tracking the trajectories of charge 
carriers in a stochastic manner [2], [3]. These simulations facilitate a deeper understanding of 
how material parameters, device geometry, and external conditions affect EBIC signals. In this 
study, we present MC simulations of the EBIC line profiles across the p-n junctions in GaN. 
The objective of this study is to investigate the impact of key factors such as the energy of 
primary electrons EPE, the angle of electron beam (e-beam) incidence relative to the sample 
surface, the diffusion length of minority charge carriers, and the SCR width on the EBIC signal. 
By analyzing simulated EBIC profiles, we aim to refine the interpretation of EBIC 
measurements in GaN and improve the accuracy of p-n junction characterization. The insights 
gained from this research are relevant to the optimization of GaN-based devices for high-
efficiency power conversion and advanced optoelectronic applications. 

2. Subject and Methods 
The process of primary electron scattering by atoms in solids is commonly described 
in the literature through the application of two established theoretical concepts. The first 
is the scattering geometry previously described by Reimer [1] and Joy [2], and the second 
is the slowdown approximation utilizing a modified Bethe formula. This approach has been 
widely accepted and was proposed by Joy and Luo; see [3] and the references therein. The 
energy dissipated during individual scattering events is used to estimate the number of locally 
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generated electron-hole pairs from the experimentally determined dependence 
Ngen ≈ ΔEn/(3Eg), where ΔEn is the energy loss of a primary electron at the n-th scattering point 
and Eg is the local band-gap energy of the semiconductor [4]. Diffusion of generated charge 
carriers is derived from the random walk algorithm. The random walk proces terminates when 
the diffusing carriers reach the p-n junction SCR and those carriers are considered to contribute 
to the induced current. If the carriers do not reach the SCR before the end of their lifetime, they 
are considered to be annihilated during the radiative or non-radiative recombination. 
The input parameters for the MC simulations reviewed in Tab. 1 were carefully chosen based 
on the physical properties of the semiconductor material and the e-beam conditions. 
These  parameters include the e-beam energy and the incidence angle, as well as sample specific 
properties such as SCR width, the atomic number and the atomic weight of GaN and its specific 
mass, the diffusion length of minority charge carriers, and the bandgap energy. 
 
Table 1. Material properties of GaN used in Monte Carlo numerical simulations; Diffusion lengths of minority 

electrons Ln and minority holes Lp are specified for various conditions including concentration 
of Mg-dopants [Mg] and Si-dopants [Si], concentration of acceptors NA and donors ND, dislocation 
density (DD), or their combination. Z is the atomic number, and A is the mass number of an element. 

Property Value Conditions Refs. 

Mean at. number of GaN 19 ZGa = 31, ZN = 7 [5] 

Mean at. mass of GaN (g/mol) 41.865 AGa = 69.723, AN = 14.007 [5] 

Specific mass of GaN (g/cm3) 6.09 - 6.15 - [6-9] 

Diffusion length of minority 
electrons Ln (nm) in p-type 
GaN at room temperature  

26 ± 3 [Mg] = 3.5×1019 cm-3 [10] 

93 ± 7 [Mg] ~1019 cm-3, 
NA = 4×1017 cm-3  [11] 

200 ± 50 NA = 1-4×1017 cm-3  [12] 

220-950 [Mg] = 4×1018 to 3×1019 cm-3 and 
DD < 108 cm-2 [13] 

Diffusion length of minority 
holes Lp (nm) in n-type GaN at 
room temperature 

50 ND = 5×1016 cm-3, DD ~ 108-109 cm-2 [14] 

70-400 - [15] 

< 250 [Si] = 4×1017 and 4×1018 cm-3 and 
DD < 2×109 cm-2 [13] 

280 ND ~ 1017 cm-3, DD = 2-5×109 cm-2 [16] 

432 ± 30 ND ~ 1017 cm-3 [11] 

Band-gap energy (eV)  3.4 Room temperature [9], [17,18] 
 
One can clearly see that the diffusion length of minority charge carriers depends significantly 
on the doping level and the dislocation density. Additionally, different methods used for its 
estimation may also introduce a certain degree of uncertainity. Therefore, instead of selecting 
precise diffusion length values, we used them as indicative parameters to provide a general 
orientation on their possible range. 
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3. Results and Discussion 
In this paper, we focus solely on the effect of SCR on the EBIC line profiles to provide 
a thorough visual analysis of this parameter. The influence of other parameters, such as e-beam 
energy, incidence angle, and diffusion length of minority charge carriers will be discussed 
onsite to offer a broader perspective on their impact. Understanding these effects is essential 
for analyzing real EBIC measurements of complex structures such as semi-vertical GaN power 
diodes [19], Schottky barrier diodes [20], high electron mobility transistors (HEMTs) with 
p-GaN gate [21], or core-shell nanorod GaN LEDs [22]. Fig. 1 shows the MC simulation of 
EBIC line profiles at the asymmetrical p-GaN/n-GaN junction with various SCR widths. Here, 
SCR in n-type GaN is set constant to xn = 100 nm, and SCR in p-type GaN is set to xp = 50, 
100, 200, 300 and 400 nm. The red curve in Fig. 1 is used as a reference representing the EBIC 
line profile across the symmetrical p-n junction. The diffusion length of minority electrons Ln 
in p-GaN is deliberately set equal to the diffusion length of minority holes Lp in n-GaN. In this 
way, the effect of diffusion lengths on EBIC line profiles is identical on both sides of the 
junction, and the differences we observe are attributed exclusively to the SCR width. 

 
Fig. 1. Monte Carlo simulations of EBIC line profiles across a p-GaN/n-GaN junction with varying space charge 

region in p-type GaN xp = 50, 100, 200, 300 and 400 nm, whilst xn = 100 nm.  

As demonstrated by the simulated EBIC line profiles, the widening of the SCR toward 
the p-GaN results in a flattened EBIC maximum, which makes the estimation of the exact 
position of the p-n interface challenging under real experimental conditions. It is also 
noteworthy that, in cases of particularly narrow SCR (in this case for xp ≤ 100 nm) the maximum 
intensity of the EBIC signal drops due to reduced collection efficiency within the SCR. 
Furthermore, in cases when xp < xn, the EBIC maximum shifts towards the n-type GaN, 
which may lead to inaccurate estimation of the physical p-n junction position. MC simulations 
allow for corrections and improved analysis of the EBIC line profiles using measured Ln and Lp, 
which would not be possible without numerical modeling. They are also essential for analyzing 
the SCR behavior under reverse bias, where the SCR extension can be quantitatively extracted 
from a series of normalized 1D EBIC profiles (or 2D images). Simulations help to determine 
an appropriate threshold level to localize the SCR edge, which should be set below 0.75 and 
well above the experimental noise floor of 0.1. The results highlight the importance of 
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accounting for SCR width when interpreting EBIC measurements of GaN-based devices, 
contributing to the optimization of their electrical performance in power electronics 
and optoelectronic applications. 

4. Conclusions 
The influence of SCR width on EBIC line profiles across asymmetrical p-GaN/n-GaN junctions 
was investigated using 3D MC simulations. The findings demonstrate that both the shape and 
intensity of the EBIC signal are significantly affected by the SCR width and doping profile, 
with wider SCRs leading to flattened maxima and narrower SCRs resulting in lower signal 
intensity. The applied MC simulations provide essential insights allowing quantitative EBIC 
data interpretation and enhance the reliability of p-n junction position estimation. The combined 
effects of additional parameters, such as e-beam energy, incidence angle, and minority carrier 
diffusion lengths were also analyzed as part of the comprehensive analysis.  
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Abstract. The paper addresses issues related to the temperature stability of new impedance 
standards used at National Measurement Institutes. A brief description of the new 
infrastructure for impedance metrology recently developed in Poland is provided. 
Additionally, the paper presents the results of measurements of temperature coefficients for 
four-port resistance standards. It also includes a brief report on the stability test results of a 
set of temperature-controlled (ovenized) standard capacitors. The findings indicate very good 
temperature stability of the impedance of the standards and serve as an important source of 
information for selecting environmental conditions during comparisons at the highest 
metrological level. 
Keywords: Impedance Standards, Temperature Coefficient, Thermostat, Temperature Stability 

1. Introduction 
In the measurement of many physical quantities, temperature is one of the most important 
factors influencing the results. The effects of temperature are particularly significant in 
measurements requiring the highest accuracy, such as those associated with the 
implementation of national standards. Commercially available primary standards of basic 
electrical quantities used to maintain units of measurement are characterized by relative 
sensitivity to temperature changes from 10-7 1/°C (DC voltage standards Fluke 732B) to about 
3·10-5 1/°C (inductance standards GenRad type 1482). To eliminate or significantly reduce 
the uncertainty associated with temperature changes, laboratories use standards and 
measuring equipment with the lowest possible temperature coefficients. They also strive to 
stabilize environmental conditions—especially the ambient temperature in the laboratory—at 
a level where the effect of temperature on the comparison results can be neglected. 
Furthermore, many National Metrology Institutes (NMIs), due to the unsatisfactory 
performance of commercially available impedance standards, are designing new standards 
featuring an advanced temperature stabilization system. 
Currently, precise measurements of impedance components commonly employ methods that 
involve direct comparison of the tested object with a reference standard that has known 
parameters (e.g., from international comparisons) [1-5]. In recent years, many National 
Metrology Institutes (NMIs) have implemented digital impedance comparator bridges based 
on quantum [4, 5] or non-quantum [2, 3] sources of AC voltage. These circuits are designed 
to compare impedances of the same nature (like impedances) or different nature (unlike 
impedances). Regardless of the digital source used, the impedance ratio is determined directly 
based on the known complex voltage ratio. For some types of comparison, e.g. L-L 
comparison using the comparator described in [1], the influence of temperature on the 
comparison results is compensated to a large extent. However, this is only possible if the 
compared standards have similar values for their temperature coefficients, which, 
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unfortunately, is not always the case. In the aforementioned digital impedance bridges, which 
are very popular today, the influence of temperature depends on the types of impedances 
being compared. Here, subtraction (for similar impedances and R-L and R-C comparisons) or 
summation (for L-C comparisons) of temperature coefficients can occur. However, due to the 
significant differences in the temperature coefficients of resistance, capacitance, and 
inductance standards, the influence of temperature on the comparison results in the ratio 
comparator bridge must be carefully analyzed. 
Due to the aforementioned issues, knowledge of the temperature coefficients of standards is 
extremely important. This understanding allows for the design of an appropriate laboratory 
room temperature stabilization system or a suitable thermostatic chamber, ensuring that the 
uncertainty component associated with temperature changes is negligibly small. 

2. New impedance standards developed in Poland 
Capacitance standards 
In 2025 a set of ovenized capacitance standards were manufactured at GUM (Fig. 1A). The 
set consists of five capacitance standards with nominal values: 1 nF, 10 nF, 100 nF, 1 µF and 
10 µF. All standards use SMD 1206 GMR31 series C0G capacitors from Murata, Japan 
selected from a large package containing several hundred pieces. Nominal value of the 
temperature coefficient of the Murata capacitor is 0±30 ppm/°C. The standards were 
constructed as four-terminal pair (4TP) [6] and are equipped with MUSA Metrology Grade 
silver-plated connectors manufactured by Canford, UK. The set labeled Z42-2/2025 is 
ovenized using a dedicated temperature control system. Details about the stages of building 
the set and the materials used are presented in [7]. 
 

                    A)            B) 

   
Fig. 1. Pictures of the new impedance standards developed in Poland: A) C-box Z42-2/2025, B) 4TP 

resistance standards. 

Resistance standards 
Moreover, a set of five 4TP resistance standards was manufactured at SUT (Fig. 1B). The 
standards have nominal values of 10 Ω, 100 Ω, 1 kΩ, 10 kΩ, and 100 kΩ. Ultra-high 
precision 4-terminal resistors made by Ohm-Labs were used to fabricate these standards. The 
Ohm-Labs resistors were mounted in chrome-plated brass housings. Since the declared 
temperature coefficient of resistance (TCR) is within ±1 ppm/°C there was no need to place 
them in a thermostatic chamber. For comparison, the HZ foil Vishay resistors used so far in 
the standard were characterized by a maximum TCR of ±2 ppm/°C. 
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3. Thermostatic chamber 
Commercially available thermostatic chambers demonstrate stability of no better than ±0.1°C 
and uniformity of no better than ±0.5°C. These parameters may be insufficient, particularly in 
cases involving the comparison of inductance standards. Therefore, our team of researchers 
set out to build an air thermostatic chamber with stability exceeding that of commercially 
available options. The measurement results obtained indicate that the temperature in the 
thermostatic chamber is stable within ±30 mK over a twelve-hour observation period, and its 
homogeneity is maintained at ±0.1°C. Considering that during comparisons all impedance 
standards are typically placed at the same level (usually at the bottom of the chamber), 
temperature inhomogeneity has no impact on the temperature errors of the standards. This 
chamber operates at temperatures ranging from 15°C to 80°C, making it suitable for studying 
the temperature coefficients of standards, electronic components, and measuring instruments. 

4. Results 
Using the air thermostatic chamber described in Section 3 and the precision multimeter 
Agilent 3458A, temperature tests on the resistance standards outlined in Section 2 were 
conducted. For this purpose, appropriate software was developed in the LabVIEW 
environment, enabling the acquisition and visualization of measurement data from the 
aforementioned instruments at 5-second intervals. Temperature coefficient tests were 
performed within the temperature range of 18°C to 27°C, which corresponds to the possible 
temperature settings in laboratories during the calibration of standards. The temperature jump 
∆ϑ was set at time t=0 by changing the setting on the air thermostatic chamber controller and 
resistance changes ∆R were registered as presented in Fig.2. 
 

   
Fig. 2. Results of temperature test for two 4TP resistance standards. The given type of temperature jump 

∆ϑ is shown in each of the figures. 

By analysing the measurement results presented in Fig. 2 and other graphs not presented in 
this paper the temperature coefficients TCR=∆R/R·1/∆ϑ·106 of subsequent standards were 
determined, which are: for R=10 Ω: TCR = -11 ppm/°C, for R=100 Ω: TCR = -0.6 ppm/°C, for 
R=1 kΩ: TCR = -0.7 ppm/°C, for R=10 kΩ: TCR = -0.3 ppm/°C, for R=100 kΩ: TCR = +1.1 
ppm/°C. Uncertainties of the measured temperature coefficients estimated based on the 
resolution of the temperature controller and the accuracy of the Agilent multimeter did not 
exceed 0.1 ppm/°C. Quite big scattering of the TCR values may indicates some differences in 
the construction of Ohm-Labs resistors. It is also worth noting that, due to the high inertia of 
the resistor housings (thick brass walls), the dynamics of resistance changes is not very high. 

27°C 

18°C 

27°C 

18°C 
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This positively affects measurement accuracy because the typical time for impedance standard 
comparison is several minutes. Additionally, tests on the heating and stability of the set of 
ovenized capacitance standards Z42-2/2025 were performed. The C-box was at ambient 
temperature, and at time t=0, the thermoregulation was activated. Temperature was measured 
using a Pt100 sensor built into the capacitance set. A high-precision multimeter, the Agilent 
3458A, measured the four-wire resistance of the Pt100 sensor. The obtained results 
demonstrate temperature stability of the standard at a level of 0.003°C. The results of the 
temperature stability tests explain why there is no need to analyze the temperature coefficients of the 
capacitors used, even though, in extremely unfavorable conditions, they can be as high as 30 ppm/°C. 

5. Conclusions 
The obtained values of temperature coefficients allow us to assess the impact of temperature 
changes on the accuracy of impedance standard comparisons. Furthermore, they enable us to 
decide on the potential use of an external thermostatic chamber when temperature influences 
are too significant and unacceptable concerning the desired measurement uncertainty. 
Accurate knowledge of the temperature coefficients of the impedance infrastructure, along 
with information on changes in ambient temperature, allows us to determine the uncertainty 
component of the comparison related to temperature changes. Temperature tests performed 
with the set of ovenized capacitors provide users with information on the necessary 
stabilization time required to achieve a steady temperature state. The low dynamics of the 
standards observed in the graphs positively impact any potential changes in their parameters 
during measurement. Given that the typical duration of standard comparisons using most 
digital bridges does not exceed several minutes, the influence of ambient temperature 
fluctuations during comparisons can generally be neglected. 
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Abstract. We present the results of measurements of the Laser-Induced Periodic Surface Struc-
tures (LIPSS) produced on the surface of GaAs submersed in water. The linear structures were 
formed using the 532 nm, 30 ps laser pulses by moving the sample in the focal plane of the 
focused laser beam. S-waveplate was used to transform the linearly polarized Gaussian beam 
into radially or azimuthally polarized helical beams. The morphological measurements using 
scanning electron microscopy were used to define the optimal parameters of laser radiation for 
various LIPSS formation. These results are useful for further investigation of LIPSS formation 
using the vector beams possessing different polarization states. The processed GaAs surface 
exhibits specific functional properties beneficial for the applications in various areas.

Keywords: LIPSS, Radial Polarization, Azimuthal Polarization, S-Waveplate, GaAs

1. Introduction
Laser-Induced Periodic Surface Structures (LIPSS), sometimes called ripples or nanoripples,
can be formed on the surface of many different materials as a result of interaction with laser
radiation. The morphology of LIPSS depends on the laser polarization, wavelength, pulse du-
ration, fluence, and parameters of the used material. By controlling these parameters, one can
achieve the required structures for specific applications.

LIPSS can be used to change the material properties such as colour or wettability ranging
from superhydrophilic to superhydrophobic [1]. They can be used to increase the optical storage
and make polarization sensitive optical elements [2, 3]. Also, there are attempts to increase the
efficiency of solar cells using LIPSS [4, 5].

In the case of LIPSS produced using linearly polarized laser beam, the linear structures
can be classified based on the spatial period (∆), controlled by variation of the experiment
parameters. In general, the low spatial frequency LIPSS (LSFL, 0.5λ <∆LSFL < λ ), high spatial
frequency LIPSS (HSFL, ∆HSFL < 0.5λ ), and supra-wavelength LIPSS (SWL, ∆SWL > 2λ )
which are often termed as grooves, can be obtained [6, 7].

This study is a continuation of our previous research where we compared LIPSS produced
on a single spot using different polarizations of laser radiation [8]. A search of the parameters for
high-quality LIPSS formation on the samples immersed in water has proven to be much more
difficult. In this research we demonstrate the generated structures using radially and azimuthally
polarized helical beams and the morphology of the ripples.

2. Experimental setup
The experimental scheme for generating LIPSS formation is shown in Fig. 1. During these ex-
periments we used the polished GaAs (100) wafer (99%, Sigma-Aldrich). The laser (PL2230,
EKSPLA) used in fabrication of LIPSS generated linearly polarized 30 ps, 50 Hz, 532 nm
pulses. Neutral density (ND) filters were used to tune the energy of the of the pulsed radiation.
For transforming the polarization and wavefront shape of the beam we used the S-waveplate
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(RPC-0515-15, Altechna) mounted in a rotational mount, which allowed to choose the polar-
ization of the transformed beam – radial, azimuthal, or a mix of both – based on the angle
between the laser polarization direction and the orientation of S-waveplate.

Fig. 1: Scheme of the experimental setup used to produce LIPSS on GaAs using 30 ps 532nm laser.

The motorized x-y stage was replaced with CMOS camera, to analyze images of the beam
cross-section at the focal plane, which are shown in Fig. 2. The sample and the camera were
placed closer to the lens where the diameter of the annular beam was 300 µm to increase
the width of the LIPSS line. The sample was placed in distilled water, the water level was 5
mm above the surface of the semiconductor. It was then fixed on motorized x-y translation
stage, which allowed the slow movement of the sample. This regime of LIPSS formation was
mandatory for creation of the continuous linear structure due to the low repetition rate of the
laser.

Fig. 2: Images show the shapes of the beams with (a) linear polarization, (b) radial polarization, (c)
azimuthal polarization. The corresponding intensity distributions at the middle line are visible in (d-f).
The orange arrows show the polarization directions.
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3. Results
To generate the best structures, various parameters could be changed. However, to simplify the
experiment, we varied only the speed at which the sample is moved in the focal plane and the
energy of the laser pulses, while other parameters were kept constant.

The best images with optimal parameters are shown in Fig. 3. We see a distinct difference
between the parts of the formed linear structures, where the pores are observed at the central part
of the scanned line, while at the edges of the line one can see the grooves, which were parallel
to the polarization. The grooves were oriented vertically in the case of the radially polarized
beam and horizontally for the azimuthally polarized beam. In the case of radial polarization, the
spatial period was ∆rad = 805±100 nm and in the case of azimuthal polarization we measured
∆az = 910±132 nm. Upon closer inspection there are also linear structures with much smaller
spatial period compared with the grooves. They were aligned orthogonally to the grooves. We
measured the spatial period of these fine linear structures to be ∆rad = 419± 56 nm and ∆az =
411±75 nm and identified them as the ripples under the groove structures.

At the center of the scanned line, we observed the craters, which were randomly positioned.
Upon closer inspection of the edges of craters, the ripples were found with small spatial period.
Those ripples were oriented in different directions.

Fig. 3: LIPSS formed using the radially polarized beam (a and b), and with azimuthally polarized beam
(c and d). The edge of the line is visible in (a) and (c), but the middle of the line are shown in (b) and
(d). Images denoted with asterisk (*) are the enlarged sections of the shown area which is 30 µm wide.
E = 163µJ,vscan = 0.02mm/s

4. Discussion
In presented research we demonstrated different morphology of produced LIPSS. At the edges
of scanned lines, we observed the overlapping structures with spatial period larger than the
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laser wavelength, alongside the spatial period slightly lower than the laser wavelength. The
directions of these structures showed a strong correlation with the polarization state of the beam
– the grooves are oriented parallel to the polarization, but the LSFL are oriented perpendicularly
to the polarizations. At the centers of the lines, the craters decorated with the ripples, oriented
randomly were formed.

This research is an important step in elaborating an experimental approach for producing
the large-area laser processed surfaces on different materials. The large-area structured surfaces
will allow altering various characteristics (e.g. colour and wettability) of the materials.
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Abstract. The work describes measurements of potential sources of gadolinium (Gd) ions. The
measurement methods and preliminary results are presented. The aim of this research is to
develop a positive Gd ion source for further experiments, particularly the measurements of
negative ions. Two methods were used for creating Gd atom and ion emission spectral lines:
laser-induced breakdown spectroscopy (LIBS) and hollow cathode (HC) discharge combined
with radiofrequency inductively coupled plasma (ICP). For this research, samples of gadolinium
oxide Gd2O3 and gadolinium Gd were used in HC-ICP device, and Gd2O3 samples for LIBS.
The recorded plasma spectra was analyzed to identify atomic and ion emission lines.

Keywords: Gadolinium Ions, Spectroscopy, Laser-Induced Breakdown Spectroscopy, Hollow
Cathode, Indictively Coupled Plasma

1. Introduction
The research of negative ions is important to gain more information about the structure and
dynamics of atoms. Negative ions of gadolinium are of particular interest, as it is not clearly
known whether such ions exist. Negative ions can be created using a positive ion beam and
a charge exchange cell [1]. Therefore, developing a positive ion source is an important step
toward negative ion generation. Laser-induced breakdown spectroscopy (LIBS) uses pulse laser
to ablate and excite the sample, producing plasma [2] that contains both atoms and positive ions
of the sample. Positive ions of Gd have been observed [3] with LIBS. Another method is to
use hollow cathode (HC) discharge to sputter the sample and create plasma containing atoms
and ions [4]. In addition, radiofrequency (RF) inductively coupled plasma (ICP) can be used to
more completely ionize and excite the sputtered sample [5]. In an earlier study, an ion source
combining a modified HC lamp and an RF-ICP generator was developed in our laboratory. In
this research, experimental setups of HC discharge with ICP and LIBS were used to produce
positive Gd ions from Gd metal and Gd2O3. The spectra of produced plasma were analyzed to
identify Gd ion emission lines to confirm the formation of ions.

2. Subject and Methods
Laser-Induced Breakdown Spectroscopy
Experimental setup for for LIBS is shown in Fig. 1. The laser (EKSPLA PL2230) was used to
produce a 1064 nm pulse laser beam, which was split into two parts for measurement of the
pulse energy and for breakdown spectroscopy of the sample. The sample was positioned on a
motorized platform, and the laser beam was directed from above. A converging lens focuses
the laser beam on the sample surface, where ablation of the sample and plasma formation takes
place. The light emitted from the plasma plume was collected with an optical fiber positioned
next to the sample. The spectra were recorded using the Flame-T-XR1-ES digital spectrometer,
which recorded data with a step size of 0.25 nm.
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Fig. 1: LIBS experimental setup.

Fig. 2: Experimental setup for the HC discharge with ICP.

HC discharge combined with ICP
Experimental setup for measuring Gd spectra using HC discharge with RF-ICP generator is
shown in Fig. 2. This hybrid system was developed to generate ions of other elements such as
Cd, Zn, and B. The system is composed of a wide quartz glass tube. A smaller tube is attached
to one end to evacuate air and supply argon. The other end of the tube is removable to allow
the sample to be inserted. Within the tube, a cylindrical hollow graphete cathode is attached
by a conductive electrode in front of the evacuation tube. A metal anode is placed next to the
cathode. The RF coil is placed around the tube. The sample is placed inside the hollow cathode.
The main advantage of this HC setup compared to commercial HC lamps is the ability to change
the sample in the device.
The system has to be prepared for measurements after the new sample is inserted. After the
device was closed, air was pumped out of the system. The system was held under vacuum,
and the cathode was heated several times to increase air deabsorption from the cathode. For
the spectra measurements, argon was supplied to the system until a pressure of 1-1.2 torr was
reached. Voltage was applied to the cathode and anode and to the RF generator to start the
discharge and create ICP. The emitted light is collected with a fiber bundle and analyzed with
a SpectraPro 2300i spectrometer equipped with a Pixis 400 CCD camera. The spectrometer
records the spectrum in segments of 64 nm, which are combined to form the full spectral range.
The recorded data have 0.03 nm step size, and the specified wavelength accuracy is 0.2 nm.
The captured spectra were analyzed using LabPLot software. Visible peaks in the spectrum
were compared with known gadolinium atom (Gd I) and ion (Gd II, Gd III) spectral lines from
the NIST atomic line database [6]. Comparison was primarily focused on resonance and strong
emission lines that are more likely to be detected in the measured spectra.
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3. Results
The Gd emission spectrum was first produced from the Gd2O3. The Gd2O3 powder was pressed
into pellets for the LIBS setup. The laser was operated at 1.3 mJ pulse energy and 5 Hz pulse
frequency. The pulse energy, frequency, and positioning of the collecting lens influenced the
clarity of spectral peaks in the spectra. The recorded spectra are shown in Fig.3. The spectra
show strong continuum background, and emission lines were hard to identify. The two identified
lines are shown in Fig.3.b.

Gd
 II

 3
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97
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m

Gd
 I 

36
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41
3 

nm

a b

Fig. 3: (a) Emission spectra of the Gd2O3 sample captured using LIBS and HC with and without RF-ICP
and (b) identified Gd emission lines in the LIBS spectrum. The emission lines of Gd are mostly located
in the 200 nm to 700 nm region, Ar emission lines can be seen in the 700 nm to 1000 nm region.

Gd II 308.199 nm

Gd II 385.097 nm

Gd II 358.496 nm

Gd I 404.501 nm

Gd I 443.063 nm

Fig. 4: Identified Gd emission lines from the Gd2O3 sample captured using HC with and without ICP.

Spectra measurements were performed with HC discharge combined with RF-ICP and with
only HC discharge for both Gd2O3 and Gd samples. The voltages used for HC and RF-ICP
were, respectively, 450 V and 500 V, at an Ar pressure of 1.0 torr. The full spectra from the
Gd2O3 sample are shown in Fig.3-a. Spectra regions with identified lines are shown in Fig.4
and Fig.5.
Analysis of HC-ICP spectra showed that visible Ar spectral peaks differed from the respective
known Ar lines by 0.05 to 0.5 nm. The errors change between different 64 nm sections of
the spectra captured by the spectrometer. When identifying peaks in the measured Gd spectra,
strong Gd lines ±0.2 nm from the peak were considered.
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Fig. 5: Identified Gd emission lines from the Gd sample captured using HC with and without ICP.

4. Discussion
Combined HC-ICP discharge and LIBS were successfully used to record gadolinum spectra.
The LIBS gadolinium spectra from Gd2O3 show weak Gd emission lines. Two resonance lines
were identified: Gd I and Gd II. Line identification was difficult because of the strong continuum
background. Different LIBS setup parameters and the use of Gd metal as the sample could
produce clearer spectra. Spectra of the combined ICP-HC discharge show spectral peaks more
intense than those of the HC discharge alone, indicating a higher level of sample atomatization,
ionization, and excitation. Several lines of Gd I and Gd II were identified, some corresponding
to strong spectral peaks, which indicate a significant number of Gd ions. The identification of
emission lines was limited by the large wavelength errors of the spectrometer. A calibration
of the spectrometer would improve the analysis of the recorded spectra. The research results
obtained so far suggest that HC discharge combined with ICP is a viable source of positive Gd
ions.
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Abstract. The linear equivalent model of an electrodynamic exciter based on the mechanical-
electrical analogy was built and experimentally verified. The measurement was performed 
using external excitation by means of an electrodynamic shaker. The frequency dependencies 
of dynamic force, exciter magnet velocity, output voltage and output current were studied for 
different electric shunt impedances. 
Keywords: Electrodynamic Exciter, Linear Equivalent Model, Experimental Verification 

1. Introduction 
The AuraSound AST-2B-4 electrodynamic exciter was used as the main vibration source for 
the therapeutic vibration bed with haptic feedback. To create a reliable computational model of 
the whole system for design purposes, it was necessary to build and experimentally verify an 
equivalent model of the exciter. The verification of exciter model was the basic condition for 
its application in calculations and equipment design. 
The electrodynamic exciter converts the input electric field into acoustic vibration by means of 
electromagnetic field. The solenoidal coil connected to external terminals is positioned in the 
cylindrical cavity. Inside the coil, the magnet is mounted on a flexible suspension. AC current 
feeding the coil excites magnet oscillations, which subsequently generate a dynamic force on 
the exciter base. Alternatively, forced vibration of the exciter base generates magnet oscillations 
and corresponding voltage induced on the solenoidal coil. This induced voltage at the terminals 
can be measured to determine the relative velocity between the magnet and the coil. The exciter 
performance can further be affected by an electric shunt connected to the terminals (resistor or 
short-circuit). This facts were utilized for the exciter model verification. 

2. Equivalent Model 
The simplified linear electromechanical model was built in the form of an equivalent electrical 
circuit [1], [2]. This model is based on the mechanical-electrical analogy [3] (equivalent 
quantity substitution of current/voltage and force/velocity) and can estimate the influence of 
exciter electric load on the mechanical parameters. The model is linear and possible non-
linearities (e.g. the magnet suspension compliance 𝑐𝑐𝑚𝑚 is dependent on the magnet position) can 
affect the results in varying degrees. Thus, the comparison of simulation and measurement 
results can also indicate the influence of non-linear behavior. 
The equivalent model in Fig. 1 describes the relationship between the phasors of the dynamical 
force 𝐹𝐹�𝑘𝑘 and the exciter base velocity 𝑣𝑣�𝑆𝑆. When the symbolic-complex method is applied, the 
total input mechanical impedance is given as 𝑍𝑍𝑀𝑀𝑀𝑀𝑀𝑀 = 𝐹𝐹�𝑘𝑘/𝑣𝑣�𝑆𝑆. The excitation velocity phasor 
𝑣𝑣�𝑆𝑆 = 𝑎𝑎�𝑆𝑆/𝑗𝑗𝜔𝜔𝑘𝑘 is calculated from the acceleration 𝑎𝑎�𝑆𝑆 for every angular frequency 𝜔𝜔𝑘𝑘. The 
constant acceleration 𝑎𝑎�𝑆𝑆 = 𝑎𝑎𝑆𝑆 ⋅ exp(𝑗𝑗0), where 𝑎𝑎𝑆𝑆 = 0.5 𝑔𝑔 and 𝑔𝑔 = 9.81 ms-2 was chosen for 
both calculation and experimental verification.  
The model verification was carried out for the exciter fixed to the force sensor, as given in 
section 3. For this reason, the force sensor impedances 𝑍𝑍𝑚𝑚1 and 𝑍𝑍𝑚𝑚2 are included in the model. 
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Fig. 1. Equivalent circuit of electrodynamic exciter 

The input mechanical impedance 𝑍𝑍𝑀𝑀𝑀𝑀𝑀𝑀 is given by a formula 

 
𝑍𝑍𝑀𝑀𝑀𝑀𝑀𝑀 = 𝑍𝑍𝑚𝑚1 ∥ (𝑍𝑍𝑚𝑚2 + 𝑍𝑍𝑚𝑚3 ∥ 𝑍𝑍𝑚𝑚4) =

 =
𝑍𝑍𝑚𝑚1𝑍𝑍𝑚𝑚2𝑍𝑍𝑚𝑚3 + 𝑍𝑍𝑚𝑚1𝑍𝑍𝑚𝑚2𝑍𝑍𝑚𝑚4 + 𝑍𝑍𝑚𝑚1𝑍𝑍𝑚𝑚3𝑍𝑍𝑚𝑚4

𝑍𝑍𝑚𝑚1𝑍𝑍𝑚𝑚3 + 𝑍𝑍𝑚𝑚2𝑍𝑍𝑚𝑚3 + 𝑍𝑍𝑚𝑚1𝑍𝑍𝑚𝑚4 + 𝑍𝑍𝑚𝑚2𝑍𝑍𝑚𝑚4 + 𝑍𝑍𝑚𝑚3𝑍𝑍𝑚𝑚4
 , 

(1) 

where 𝑍𝑍𝑚𝑚1 = 1/𝑗𝑗𝜔𝜔𝑐𝑐𝑘𝑘𝑀𝑀 (𝑐𝑐𝑘𝑘𝑀𝑀 = 2.02 ⋅ 10−9 m/N) is the impedance of force sensor elastic 
parameters, 𝑍𝑍𝑚𝑚2 = 𝑗𝑗𝜔𝜔𝑚𝑚𝑏𝑏 (𝑚𝑚𝑏𝑏 = 2.0 kg) is the impedance of force sensor mounting base, 
𝑍𝑍𝑚𝑚3 = 𝑗𝑗𝜔𝜔𝑚𝑚 (𝑚𝑚 = 0.4 kg) is the impedance of exciter magnet and 𝑍𝑍𝑚𝑚4 = 1/𝑗𝑗𝜔𝜔𝑐𝑐𝑚𝑚 + 𝑅𝑅𝑚𝑚 +
𝐵𝐵𝑙𝑙2/𝑍𝑍𝐸𝐸  (𝑐𝑐𝑚𝑚 = 33 ⋅ 10−6 m/N, 𝑅𝑅𝑚𝑚 = 7.6 Ω) is the mechanical impedance of damped flexible 
suspension. The electrodynamical coupling is characterized by the constant 𝐵𝐵𝑙𝑙 = 4.7 Tm. If the 
electric terminals are open or only voltmeter is connected (𝑍𝑍𝐸𝐸 → ∞), we can set  𝑍𝑍𝑚𝑚4 =
1/𝑗𝑗𝜔𝜔𝑐𝑐𝑚𝑚 + 𝑅𝑅𝑚𝑚. If the shunt impedance 𝑍𝑍𝑠𝑠ℎ is connected to the electric side, it also affects the 
mechanical side. The total input impedance is then given as a serial connection of resistor, 
inductor and shunt 𝑍𝑍𝑠𝑠ℎ with the total impedance 𝑍𝑍𝐸𝐸 = 𝑅𝑅𝐸𝐸 + 𝑗𝑗𝜔𝜔𝐿𝐿𝐸𝐸 + 𝑍𝑍𝑠𝑠ℎ (𝑅𝑅𝐸𝐸 = 3.64 Ω, 𝐿𝐿𝐸𝐸 =
416 µH). The impedance 𝑍𝑍𝐸𝐸 is substituted into 𝑍𝑍𝑚𝑚4 calculation. For short-circuit 𝑍𝑍𝑠𝑠ℎ = 0 is 
supposed. The relation between the input velocity and the force has a form   

 𝐹𝐹�𝑘𝑘 = 𝑍𝑍𝑀𝑀𝑀𝑀𝑀𝑀𝑣𝑣�𝑆𝑆 . (2) 

The relative velocity 𝑣𝑣�𝑚𝑚 between exciter fixed and moving part derived from the equivalent 
circuit is  

 𝑣𝑣�𝑚𝑚 = 𝑣𝑣�𝑆𝑆 ⋅
𝑍𝑍𝑚𝑚1

𝑍𝑍𝑚𝑚1 + 𝑍𝑍𝑚𝑚2 + 𝑍𝑍𝑚𝑚3𝑍𝑍𝑚𝑚4
𝑍𝑍𝑚𝑚3 + 𝑍𝑍𝑚𝑚4

⋅
𝑍𝑍𝑚𝑚3

𝑍𝑍𝑚𝑚3 + 𝑍𝑍𝑚𝑚4
 . (3) 

Using the formula for the electrodynamical coupling 𝐹𝐹�𝐵𝐵𝐵𝐵 = 𝐵𝐵𝑙𝑙 ⋅ 𝚤𝚤̂, the open circuit voltage 𝑢𝑢�𝐸𝐸 =
𝑣𝑣�𝑚𝑚/𝐵𝐵𝑙𝑙 can be determined. When the load impedance 𝑍𝑍𝑠𝑠ℎ is connected, the output current is 
equal to 𝚤𝚤�̂�𝑠ℎ = 𝑢𝑢�𝐸𝐸/𝑍𝑍𝐸𝐸 and the voltage on the load is 𝑢𝑢�𝑠𝑠ℎ = 𝚤𝚤�̂�𝑠ℎ ⋅ 𝑍𝑍𝑠𝑠ℎ. The circuit parameters 
necessary for the calculation were estimated by measurement or by fitting the measured 
frequency response functions [4]. 

3. Experimental Verification 
The model results were verified by measurement of AuraSound AST-2B-4 tactile transducer, 
which was externally excited by the electrodynamic shaker Data Physics GW-V400LT, see the 
test setup in Fig. 2. The shaker generated sinusoidal vibrations in exciter main axis direction in 
the wide frequency range. The shaker table acceleration 0.5 𝑔𝑔 was constant for all excitation 
frequencies. 
The exciter base was fixed to the multicomponent dynamometer Kistler 9129AA, which was 
connected to the shaker table. The dynamometer measured the dynamic force in the axis 
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direction. The base acceleration was sensed by the uniaxial accelerometer Kistler 8702B. The 
voltage was sampled directly at electric terminals, for the short circuit current measurement the 
clamp current probe Chauvin-Arnoux E3N was used. The data acquisition was carried out using 
DEWE-2600 measurement analyzer with the sampling frequency of 10 kHz. 

  
Fig. 2. Test setup (left), measurement schematic layout (right) 

4. Measurement Results  

The example of model frequency dependencies of dynamic force 𝐹𝐹�𝑘𝑘 and output voltage 𝑢𝑢�𝑠𝑠ℎ 
amplitudes, calculated using Eqs. (1)-(3) for different shunt impedance values, and their 
comparison with measurement is shown in Fig. 3 and 4 in the frequency range to 100 Hz. 
The diagrams were calculated from model or measured data using FFT and converted to 
phasors. The phase of all quantities was expressed relative to the phase of acceleration 𝑎𝑎�𝑆𝑆. 

 
Fig. 3. Influence of shunt impedance on dynamic force amplitude, model and measurement 
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Fig. 4. Influence of shunt impedance on output voltage, model and measurement 

5. Conclusions 
The equivalent model of an electrodynamic exciter externally excited by an electrodynamic 
shaker was used for frequency dependence evaluation of dynamic force, exciter magnet 
velocity, output voltage and output current. The results show good agreement of calculated 
values with measured data. It was further verified that the physical model based on the 
mechanical-electrical analogy is suitable for the estimation of exciter frequency characteristics. 
For high-quality exciters with linear performance, the calculated physical quantities are 
virtually identical to real values. It is possible to assume that the model presented in this paper 
can be implemented in the design of vibration systems utilizing electrodynamic exciters. 

Acknowledgements 
This work was supported by the Czech Ministry of Industry and Trade in the framework of the 
institutional support for long-term conceptual development of research organization - recipient 
VÚTS, a.s. 

References 
[1] Boulandet, R., Michau, M., Herzog, P., Micheau, P., Berry, A. (2016). A sensorless method 

for measuring the mobility of mechanical structure. Journal of Sound and Vibration, 378, 
14-27. 

[2] Martino, J., Harri, K. (2019). Two-port modeling and simulation of an electrodynamic 
shaker for virtual shaker testing applications. Journal of Sound and Vibration, 460, 114835. 

[3] Olson, H. F. (1944). Dynamical Analogies. D. Van Nostrand. 
[4] Pustka, M., Černík, M., Palsovics, N. (2025): Estimation of electrodynamic exciter 

parameters by means of circle-fit method. Acta IMEKO, 14(1), 1-6. 

MEASUREMENT 2025, Proceedings of the 15th International Conference, Smolenice, Slovakia

ISBN 978-80-69159-00-6 216



Measurement of Electrodynamic Exciter Parameters 

Martin Černík, Norbert Palsovics, Martin Pustka 
VÚTS, a.s., Measurement Department, Liberec, Czech Republic 

Email: martin.cernik@vuts.cz 

Abstract. Electromechanical parameters of several commercial dynamic exciters were 
obtained by means of static measurements, impedance measurements, and dynamic 
measurements under electrical and mechanical excitation. The measurement procedure was 
determined using the electromechanical model and the electrical equivalent circuit of the 
exciter.  
Keywords: Electrodynamic Exciter, Thiele-Small Parameters, Equivalent Circuit 

1. Introduction 
Small electrodynamic exciters are currently a commonly used electronic component. They are 
mainly applied in multimedia or gaming systems as a source of mechanical vibration for sound 
tactile sensation. Another interesting area is the application in medical devices for therapeutic 
procedures. The electrodynamic exciter is, in principle, composed of a single-degree-of-
freedom mechanical oscillator coupled to the electrical circuit by means of the electromagnetic 
field. The oscillating mass is an elastically mounted magnet positioned inside a solenoidal coil 
(a voice coil), which is connected to an external electric circuit. The exciter in operation 
generates the dynamic inertial force acting on its base, which is forced by an AC electric current 
in the coil. This energy conversion is reversible, and the exciter can operate reciprocally, i.e., 
the dynamic voltage at the terminals can be generated mechanically by forced magnet 
oscillation. The energy conversion reciprocity is also very convenient for the exciter application 
in active vibration suppression using a control circuit. 
The circuit and mechanical parameters of the exciter are necessary for development and design 
purposes or for effective vibration control. However, the information given in the datasheets is 
commonly brief in comparison with published parameters of loudspeakers, which have the 
same operating principle. In general, the mechanical parameters or electrodynamic coupling are 
not available in the producer's data. This paper introduces the procedure of exciter parameters 
assessment.  

2. Exciter Parameters 
The performance of electrodynamic exciters can be specified by linear Thiele-Small parameters 
common for electrodynamic loudspeakers [1]. Since the exciters have no diaphragm, the set of 
electromechanical parameters consists of the moving system mass 𝑚𝑚𝑚𝑚 , the mechanical 
compliance 𝑐𝑐𝑚𝑚 , the equivalent mechanical resistance derived from the mechanical 𝑄𝑄-factor 
𝑅𝑅𝑚𝑚, the coil inductance 𝐿𝐿𝐸𝐸, the coil resistance 𝑅𝑅𝐸𝐸 and the force factor 𝐵𝐵𝐵𝐵 (effective product of 
magnetic flux density and active length of coil current wire). The electromechanical model of 
the exciter containing all Thiele-Small parameters is shown in Fig. 1. 
The exciter is commonly represented by an electrical equivalent circuit (Fig. 2), which is based 
on the mechanical-electrical analogy [2]. Using circuit analysis, the system of dynamic 
equations for both the electrical and mechanical sides of the exciter can be derived. The 
electromechanical model and electrical equivalent circuit are important tools for determining 
the procedure for parameter measurement [3].  
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Because the electromechanical energy conversion is reversible, the parameters can be assessed 
either by mechanical or by electrical excitation of the exciter. We further assume linear behavior 
and neglect possible nonlinearities. 

 

 

Fig. 1. Electromechanical model of the exciter with 
electrical and mechanical parameters and 
relevant physical quantities 

Fig. 2. Electrical equivalent circuit of the exciter 
with electrical and mechanical parameters 
and relevant physical quantities 

3. Parameters Measurement and Evaluation 
For linearity reasons, the measurements were performed at levels lower than maximal 
mechanical displacement or maximal electrical input power. All dynamic measurements were 
carried out with stepped harmonic excitation in the wide frequency range. The data acquisition 
was carried out using DEWE-2600 measurement analyzer.  

Static measurement 
The weight of the moving mass 𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 could directly be determined by weighing for exciters 
that can be non-destructively disassembled. Otherwise, the moving mass was estimated from 
the total weight. The static mechanical compliance was found by putting small weights 𝑚𝑚𝑙𝑙 on 
the moving mass and measuring the induced displacement 𝑑𝑑𝑙𝑙 by the laser sensor Micro-Epsilon 
ILD2220-10. The exciter had to be fixed on a horizontal solid base. The mechanical compliance 
was calculated using the formula 𝑐𝑐𝑚𝑚𝑚𝑚𝑚𝑚 = 𝑑𝑑𝑙𝑙/(𝑚𝑚𝑙𝑙 ⋅ 𝑔𝑔) , where 𝑔𝑔 = 9.806 ms-2 . The “static” 
resonance frequency can be calculated using  𝑐𝑐𝑚𝑚𝑚𝑚𝑚𝑚 and 𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 as 𝑓𝑓𝑟𝑟𝑚𝑚𝑚𝑚 = 1/(2𝜋𝜋�𝑐𝑐𝑚𝑚𝑚𝑚𝑚𝑚 𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚) and 
later compared with the dynamically measured value. 

The force factor 𝐵𝐵𝐵𝐵 was found by measurement of the compensating current 𝑖𝑖𝐸𝐸, which balanced 
the constant position of the moving mass loaded by a small weight 𝑚𝑚𝑙𝑙, this dependence is given 
by the relation 𝐵𝐵𝐵𝐵 ⋅ 𝑖𝑖𝐸𝐸 = −𝑚𝑚𝑙𝑙 ⋅ 𝑔𝑔. The moving mass position was measured by the laser sensor, 
these measurements were possible only if the moving mass was well accessible for the sensor 
(i.e. not covered). 

Electrical Impedance Measurement 
The measurement of exciter frequency-impedance characteristics was carried out by means of 
HIOKI-3522-20 LCR HiTester at a low current level (tens of mA). The impedance analyzer 
does not supply sufficient power for synchronous measurement of mechanical parameters, the 
latter were measured subsequently at a higher excitation level. 
The exciter electric parameters are presented by a serial LR circuit (see Fig. 2) with a complex 
impedance 𝑍𝑍 = 𝑅𝑅 + 𝑗𝑗𝑗𝑗 . The mechanical resonance frequency 𝑓𝑓𝑟𝑟𝑟𝑟𝑚𝑚  corresponds to the local 
maximum of the real part of impedance 𝑍𝑍𝑟𝑟𝑟𝑟𝑚𝑚, while the imaginary part is zero. Because the 
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value of 𝑍𝑍 near 𝑓𝑓𝑟𝑟𝑟𝑟𝑚𝑚 is affected by the mechanical resonance due to electromechanical coupling, 
the inductance 𝐿𝐿𝐸𝐸 was obtained as reactance maximum above resonance divided by its angular 
frequency, i.e. 𝐿𝐿𝐸𝐸 = 𝑗𝑗𝑚𝑚𝑚𝑚𝑚𝑚/(2𝜋𝜋𝑓𝑓𝑋𝑋𝑚𝑚𝑚𝑚𝑚𝑚). The minimal value of the impedance real part in the 
measured frequency range was used as value of the serial resistance 𝑅𝑅𝐸𝐸. 

  

Fig. 3. Measurement under electrical 
excitation 

Fig. 4. Measurement under mechanical excitation 

Measurement under Electrical Excitation 
The mechanical parameters and the force factor were assessed by dynamic measurement under 
electrical excitation. The exciter was driven by a stepped sine signal generated by a signal 
generator and amplified by a D-class amplifier. The excitation voltage at the transducer 
terminals was approximately 2 V (rms). 
The exciter base was fixed to the multicomponent dynamometer Kistler 9255B, which was 
mounted on a solid base (see Fig. 3). For each excitation frequency following quantities were 
recorded: the input voltage on the exciter terminals 𝑢𝑢2, the input current 𝑖𝑖𝐸𝐸 (measured across 
the shunt resistor using the four-wire method), the dynamic force 𝐹𝐹1  (measured by the 
dynamometer) and the moving mass displacement 𝑑𝑑𝑚𝑚  (measured using laser displacement 
sensor Micro-Epsilon ILD2220-10). The measured data were evaluated by means of FFT and 
converted to phasors. 

The force factor 𝐵𝐵𝐵𝐵 was calculated from the dynamic force at the frequency sufficiently higher 
than the resonance frequency (𝑓𝑓 > 5𝑓𝑓𝑟𝑟𝑟𝑟𝑚𝑚 ) as 𝐵𝐵𝐵𝐵 = |𝐹𝐹�1/𝐼𝐼𝐸𝐸| . The resonance frequency 𝑓𝑓𝑟𝑟𝑟𝑟𝑚𝑚 
corresponds to the frequency of force maximum. The weight of the moving mass was obtained 
from 𝑚𝑚𝑚𝑚 = �𝐹𝐹�1�/�𝜔𝜔2��̂�𝑑𝑚𝑚�� . Using the resonance frequency and moving mass values, the 
mechanical compliance was computed as 𝑐𝑐𝑚𝑚 = 1/( 𝜔𝜔𝑟𝑟𝑟𝑟𝑚𝑚2 𝑚𝑚𝑚𝑚) , where 𝜔𝜔𝑟𝑟𝑟𝑟𝑚𝑚 = 2𝜋𝜋𝑓𝑓𝑟𝑟𝑟𝑟𝑚𝑚 . The 
difference between the values 𝑚𝑚𝑚𝑚, 𝑐𝑐𝑚𝑚, 𝑓𝑓𝑟𝑟𝑟𝑟𝑚𝑚 and 𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚, 𝑐𝑐𝑚𝑚𝑚𝑚𝑚𝑚, 𝑓𝑓𝑟𝑟𝑚𝑚𝑚𝑚 was commonly in percents. 

The mechanical 𝑄𝑄 -factor was obtained from 𝐹𝐹�1/𝐼𝐼𝐸𝐸 - characteristics as the peak-magnitude 
frequency 𝑓𝑓𝑟𝑟𝑟𝑟𝑚𝑚 divided by 3dB-bandwidth using the relation 𝑄𝑄𝑚𝑚 = 𝑓𝑓𝑟𝑟𝑟𝑟𝑚𝑚/∆𝑓𝑓3𝑑𝑑𝑑𝑑. The mechanical 
resistance can be then calculated by means of formula 𝑅𝑅𝑚𝑚 = 2𝜋𝜋𝑓𝑓𝑟𝑟𝑟𝑟𝑚𝑚𝑚𝑚𝑚𝑚/𝑄𝑄𝑚𝑚.   

Measurement under Mechanical Excitation 
Alternatively, the mechanical parameters and the force factor can be assessed under mechanical 
excitation. The exciter base was fixed to the multicomponent dynamometer Kistler 9129AA, 
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which was connected to DataPhysics V400LT shaker table. The excitation acceleration at the 
table was approximately 4.91 m/s2 (peak). 
The same quantities were measured as in the case of electrical excitation, for the measurement 
of moving mass velocity 𝑣𝑣𝑚𝑚 = 1/𝑗𝑗𝜔𝜔𝑑𝑑𝑚𝑚 Polytec PDV-100 vibrometer was used. For exciters 
with linear properties, the resulting parameters should equal the values obtained under electrical 
excitation.  

4. Results 
The parameters of several types of electrodynamic exciters estimated by the abovementioned 
procedure are summarized in Table 1. 
Table 1. Exciter electromechanical parameters 

Parameter AuraSound 
AST-2B-4 

Dayton Audio 
BST-1 

Visaton 

EX 80 S 

Visaton 

EX 60 R 

Visaton 

EX 30 S 

𝑅𝑅𝐸𝐸  [Ω] 3.64 6.64 6.95 6.75 7.34 

𝐿𝐿𝐸𝐸  [µH] 415 466 280 193 86.7 

𝑓𝑓𝑟𝑟𝑟𝑟𝑚𝑚  [Hz] 43.6 26.0 42.0 58.2 302.5 

𝑍𝑍𝑟𝑟𝑟𝑟𝑚𝑚 [Ω] 5.23 7.21 16.0 13.0 8.9 

𝐵𝐵𝐵𝐵 [Tm] 4.2 4.5 5.0 5.5 2.5 

𝑚𝑚𝑚𝑚 [g] 370 366 109 105 34 

𝑐𝑐𝑚𝑚 [m/N] 3.60×10-5 1.15×10-4 9.94×10-5 6.0×10-5 1.2×10-5 

𝑄𝑄𝑚𝑚 [-] 14.2 14.3 16.6 11.7 7.2 

5. Conclusions 
The mechanical, electrical, and electromechanical parameters of several commercial 
electrodynamic exciters were obtained by means of static and dynamic measurements. The 
difference between the values measured under electrical and mechanical excitation was small 
in most cases, and the results confirmed the linearity and repeatability of most exciters. The 
results can be used in many technical applications where the electrodynamic exciter is utilized 
as a sensor or a transducer. 
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Abstract. Electrochemical Impedance Spectroscopy (EIS) has become an essential tool for 
battery characterization. However, traditional EIS measurements suffer from limitations in 
real-world applications. This work proposes a novel approach to address these limitations by 
supplementing EIS measurements with partial current pulse measurements. The results 
revealed a strong correlation between impedance obtained from EIS and pulse excitations. 
Moreover, a possible utilization of such data for internal temperature estimation is discussed.  
Keywords: Li-ion Battery, Electrochemical Impedance Spectroscopy, Data analysis, Partial 
current pulses 

1. Introduction 
Electrochemical Impedance Spectroscopy (EIS) with its suitability for studying complex 
electrochemical systems, is one of the most dominant techniques for the characterization of 
lithium-ion batteries (LIBs) [1]. This technique provides indicators, which can be used to assess 
the State of Charge (SoC) and the State of Health (SoH) and the real part of impedance (ZR) of 
the studied LIBs and is valuable due to its non-destructive nature [1].  
As interpretation of impedance spectrum from EIS can be complex, non-linear behavior of LIBs 
poses challenges for EIS analysis and the use of advanced data processing methods to accurately 
capture the dynamic responses of the system in real-life applications is needed [3].  
One of the promising approaches for the estimation of ZR parameter is to substitute the EIS 
measurements with partial current pulse (PCP) measurements. This method focuses on the 
extraction of the ZR parameter from the voltage responses on PCP and further analysis lead to 
the internal temperature estimation. This estimation is important as fast increase in internal 
temperature can lead to irreversible phenomena such as thermal runaway [2]. 
This approach aims to bridge the gap between the traditional EIS measurements conducted in 
ideal laboratory conditions and between the dynamic nature of real-world conditions of LIBs 
operation. PCP measurements offer a faster approach to the LIB’s electrochemical processes 
characterization by applying partial pulses during LIB charging and discharging. 

2. Subject and Methods 
To evaluate the proposed approach, we employed NMC811 Li-ion cells from Molicel (INR-
21700-P45B LIB). These cells were subjected to a comprehensive experimental regimen using 
a battery cycler (Neware BTS4000 series 5V6A) and a potentiostat-galvanostat (Gamry 
Interface 5000P). To simulate real-world conditions, the measurements were conducted within 
a climate chamber, spanning a temperature range from 20 °C to 50 °C with 10 °C step. Two 
parallel experimental approaches were adopted: Galvanostatic EIS and PCP measurement.  
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Measurements procedures 
Galvanostatic EIS measurement procedure was performed at various SOC, incrementing by 
10% steps. A constant current of 0.8 A (both charge and discharge) was used to transition 
between SoC levels. Prior to each EIS measurement, a 30-minute relaxation period was applied 
to ensure steady-state conditions. After each EIS measurement, the open-circuit voltage (OCV) 
was recorded. Fig. 1a shows Nyquists plots from various SoC levels.  
PCP measurement procedure consists of multiple partial charging/discharging current pulses, 
while the voltage response is recorded. The LIB cells were subjected to 5 A current pulses to 
induce significant changes in SoC (Fig. 1b). For each 5% change in SoC, the current was 
reduced to 4.5 A for 60 seconds to allow for voltage stabilization.  
By combining these experimental approaches, the correlation between EIS measurements and 
PCP responses is sought to explore the feasibility of using pulse-based techniques for accurate 
internal temperature estimation of LIBs. 

a) b)  
Fig. 1. Experiment procedures and it’s outcome, where a) represents Nyquist plots from galvanostatic EIS 

measurement procedure and b) represents PCP measurement procedure, where the whole charging and 
discharging cycle (with 5% SoC step) is indicated. 

Longest usable pulse (LUP) estimation 
When a PCP is applied, due to the slow diffusion reactions of LIBs, only certain period of the 
pulse is usable before the calculation of the ZR parameter starts to be inaccurate. To investigate 
the influence of pulse magnitude and to find maximal usable pulse length, the experiment was 
repeated with different current levels ranging from 1 A to 5 A. The analysis shown in Fig. 2a 
aimed to identify the optimal pulse amplitude for maximizing measurement precision and 
minimizing cell stress. The plot of the LUP estimation is shown on Fig. 2b. 

a)  b)  
Fig. 2. a) Example of the experiment procedure with multiple current levels for temperature level Tx=25 °C, 

where the most accurate one was chosen for further research and analysis, which lead to b) the plot of 
the LUP estimation. 
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3. Results 
The values of ZR calculated from the voltage response to PCP are displayed in Fig. 3. This 
parameter is calculated as a total voltage drop during the PCP cycle. Fig. 3a illustrates 
comparison between traditional EIS measurement and PCP measurement from the same LIB 
cell. In this scenario, Gamry potentiostat-galvanostat is used for PCP measurement, which 
create precise measurements of the voltage response, but the application to the real-life scenario 
is limited due to the next interface between LIB and final application. Fig. 3b shows traditional 
EIS measurement in comparison to PCP measurement on Neware battery cycler. This cycler 
acts like a final application device, so voltage response data shall be taken as data from real-
world applications. 
The results demonstrate a strong correlation between the impedance values derived from both 
pulse-based and traditional EIS methods, indicating the potential for PCP measurements to 
serve as a viable alternative or supplement to EIS in certain applications. 

a)  b)  
Fig. 3. Values of ZR, calculated from the voltage response to current pulses from a) Gamry potentiostat-

galvanostat and b) Neware battery cycler. These values are compared with ZR obtained from traditional 
EIS measurements. The results demonstrate a strong correlation between the impedance values derived 
from both pulse-based and EIS methods.  

Furthermore, Fig. 4 highlights the inverse relationship between temperature and ZR of the LIB. 
This established correlation aligns with existing understanding of LIB behavior. The observed 
consistency between the pulse-based and EIS-derived impedance values suggests that pulse 
measurements can effectively capture the underlying electrochemical processes and accurately 
reflect the LIB's internal state. However, it is crucial to acknowledge that this relationship might 
be influenced by factors such as the SoC, SoH and even specific battery chemistry. Future 
investigations will focus on the multi-variate dependencies of ZR on these influences, aiming to 
develop more comprehensive models, such as machine learning models, which shall use to 
online internal temperature estimation in real-life applications.  

a) b)  
Fig. 4. ZR parameter value fits for given temperature levels and trendline approximation for the given 

temperature level a) for each experimental procedure scenario and b) for various SoC levels. 
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4. Discussion 
The findings of this study support the feasibility of utilizing pulse measurements as a valuable 
tool for monitoring LIB internal temperature and condition in real-world scenarios. By 
supplementing traditional EIS measurements with pulse-based techniques, we can enhance the 
accuracy and reliability of battery management systems in real-life applications, ultimately 
contributing to the safer and more efficient operation of LIB-powered devices.  
To further validate these promising results, subsequent experiments shall extend the pulse 
measurement methodology to a wider range of battery operating conditions, including 
temperature variations and high cycling rates. The plan is to conduct long-term cycling tests 
under dynamic load profiles, as the influence of ageing and degradation mechanisms on the 
PCP measurement shall be also investigated.  
To fully leverage the potential of this approach, machine learning techniques shall be employed 
to process the pulse data and extract meaningful features related to temperature and battery 
condition. These machine-learning models will be trained on datasets collected and validated 
using independent test sets, enabling the development of adaptive and predictive BMSs that can 
ensure safety in real-time applications. 
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Abstract. Thermocouples are used in nuclear power plants to measure temperature. 
Thermocouples are located in guide tubes. It is proposed to check the correctness of their 
installation in the guide tubes from their thermal transient response. The experimental studies 
show that the transient response of a correctly installed thermocouple is considerably lesser 
that that in case of improper installation. The time constant of the thermal transient response 
considerably depends on the thermocouple diameter. So the proposed method can be used to 
check the correctness of installation of thermocouples in guide tubes of the reactor of nuclear 
power plants.  
Keywords: Nuclear Power Plant, Thermocouple, Time Constant, Thermal Transient, Loop 
Current Step Response Method.  

1. Introduction 
The reactor of a nuclear power plant (NPP) generates thermal energy as a result of the nuclear 
fission reaction. This thermal energy heats the working body, which subsequently conveys the 
heat to a steam generator. It is essential to ensure efficient heat removal from the reactor core 
to prevent overheating. Temperatures are measured by thermocouples (TCs in fuel assemblies 
located across the core). The TC is placed in the cavity of the cylindrical part of the cassette 
head. The efficient and safe functioning of the reactor is largely determined by the reliability of 
monitoring over the fuel assemblies. The placement of TCs in the outlet of each fuel assembly 
is complicated. That is why, the question arises how to check the correctness of TC installation 
in the cassette head. The goal of this paper is to check the correctness of the TC installation in 
the guide tube using the value of time constant of thermal transient.  

 

 
Fig. 1. Correct position of the TC’s measuring junction in the guide tube (a); incorrect position of the TC in 

the guide tube (b). 
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A major problem is the complexity of installing TCs at the measurement positions. It is 
reasonable to install a TC in a special guide tube. The cross-section of the end of the guide tube 
and the TC is shown in Fig. 1.  
When placing a new TC, it is pushed through this guide tube until it reaches the end, which is 
the correct destination of the TC. In this case, the TC is in close contact with the wall of the 
guide tube, which, in turn, is rinsed from the outside by the flow of coolant, whose temperature 
the TC measures. If the TC does not reach the end of the guide tube, there is no contact with 
the tube wall and therefore the TC does not measure the temperature of the coolant properly. 
One method for determining the contact between the hot junction of a TC and the guide tube is 
to measure the time constant (τ) of the TC by heating the sensing element and analyzing the 
response under operating conditions.  

2. Methods for determining the dynamic characteristics of the TC 
There are several methods to determine the dynamic characteristics of the TC:  
1. Time series method. It is used to determine the dynamic characteristics of TCs. Time series 
spectrum allows examining frequencies of the process components. Using this method, it is 
possible to identify periodic components, oscillation amplitudes, and other dynamic 
characteristics of a signal. Another approach is the analysis of autocorrelation functions. This 
method allows identifying correlations between signal values at different instants. By analyzing 
the autocorrelation function, the nature of the signal's time changes and its periodicity can be 
determined. 
2. Spectral analysis method [1]. This method is based on the decomposition of the signal into 
a spectrum, which allows analyzing frequency components of the signal. To apply the method 
to a TC, a time series of temperature measurements must first be obtained. This time series is 
then analyzed using spectral analysis techniques such as the Discrete Fourier Transform or Fast 
Fourier Transform. Once the spectrum a signal is obtained, its characteristics can be analyzed. 
The amplitude spectrum allows determining amplitudes of the signal's frequency components, 
and the phase spectrum allows determining the phase shift between different frequency 
components of the signal. Power spectral density allows determining the power distribution in 
a spectrum. This method can help identify dynamic characteristics of the TC, such as periodic 
oscillations, response time to temperature changes, and detection of any anomalies in the signal.  
3. Induced temperature disturbance method. It is an effective way to determine the dynamic 
characteristics of the TC. It involves applying temperature changes in a controlled manner and 
measuring the response in the TC’s thermopower [2]. The main idea is to introduce temperature 
disturbances that are induced in the system and to measure the corresponding changes in the 
output signal. Changes in the electrical signal can be analyzed to determine dynamic 
characteristics such as response time, stability, and sensitivity. This method can be used to 
evaluate the response of a TC to various temperature changes and to determine its dynamic 
properties. It allows to measure parameters such as TC response time to temperature changes 
and the degree of influence of external factors on the measurement. 
4. Electrothermal analogy method. There is an analogy between thermal and electric systems 
[3]. The idea behind this method is to use the electric laws to solve problems in thermal systems. 
A temperature sensor is represented as an equivalent electrical circuit, where thermal 
parameters of the TC can be viewed analogously to electrical components like the resistor and 
the capacitor. Temperature corresponds to voltage, and the thermal flow corresponds to the 
electric current [4]. 

MEASUREMENT 2025, Proceedings of the 15th International Conference, Smolenice, Slovakia

ISBN 978-80-69159-00-6 226



5. Loop Current Step Response (LCSR) Method. The method involves passing an electric 
current through the TC legs to heat the TC up to several degrees above the ambient temperature 
with Joule heat [5]. The heating current is then turned off, and the output of the TC is measured 
as it cools down. To avoid the influence of the Peltier effect alternating current is used. 

3. Determining the TC installation contact in the measurement channel of a NPP 
DSTU 2389-94 standardizes the parameters of test and measuring equipment for determining the 
dynamic characteristics of sensors, methods for experimentally determining the characteristics, 
methods for evaluating experimental results, and recommended formulas for describing the 
dynamic characteristics from models of thermal processes. According to this standard, the τ of the 
TC is defined as the time required to change the instantaneous value of a thermal transient process, 
which corresponds to a change in the output signal of the TC by 63.2% of its total change during a 
thermal transient process [3]. The implementation of such a method for determining the thermal 
transient response is simple and is recognized in international practice. The experiment for 
determining τ for the TC based on the heating of TC legs by the LCSR method under operating 
conditions is to determine the time required for the TC to reach a certain proportion (usually 63.2%) 
after a sudden temperature change that caused heating. For internal excitation, the output terminals 
of the TC are wired to a temperature stabilizer of the reference junction, and, through a signal 
switch, to a high-power AC voltage source to heat the TC legs. Parameters of the method are as 
follows: AC voltage up to 40V and the current up to 4 amps from a power supply. During the 
measurement of the thermopower, the AC voltage source is switched off and the TC output signal 
is switched to a measuring device that records the thermal transient response. A microcontroller 
computes the τ of the TC and the results are indicated on a display (Fig. 2). The sampling rate 10-
100 Hz and total number of samples 200 - 1000. High noise immunity was ensured with the 
technique described in [6] The data were processed using the least squares method (LSM) to 
identify the τ of the TC. 

 
Fig. 2. Measurement system for determining the time constant of the thermocouple. 

For this experiment, three TCs of type K (type TХA-1590 ) with the diameter of 3.5 mm and 
the length of 4.5 m with a simulator of the guide tube tip were used. The distance between the 
TC and the guide tube changed stepwise from 0 to 10 mm. The experiment was held in a non-
stirred water bath. The results of the experiment are shown in Table 1. 
Table 1 Time constant depending on the gap between the guide tube and the thermocouple.  

 

Thermocouple 
number 

Diameter of the 
bare TC wire, [mm] 

The distance between the TC and the tip of the guide tube , 
[mm]/ Time constant, [s]  

0 2 5 10 

001ungrounded 0,5 5,6 8,4 9,0 18 

002ungrounded 0,5 5,8 8,5 10 20 

003grounded 0,3 3,2 4,8 5,1 7,6 
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The experimental results shows that inserting the tip into the TC (for ungrounded types) 
increases the time constant by the order of magnitude. Increasing the distance between the tip 
and the TC to 2 mm increases the τ further by approximately 50%, while the distance of 10 mm 
increases the τ by about 220% with respect to the τ with the tip. Similar results were obtained 
for grounded TCs. This indicates that the TCs respond more slowly to temperature changes 
when it is positioned farther from the guide tube tip. Table 2 shows the experimental data when 
measuring the time constant of TC of different diameters when steering water. 
Table 2. Time constant of shielded TCs versus speed of water flow and diameter  

Water flow 
speed, [m/s] 

 Percentage of 
the steady 
state [%] 

Construction 
type 

Thermocouple diameter, [mm] / Time constant, 
[s] 

 1,5 3,5 4,5 

0,2 63,2 ungrounded 0,20 0,60 1,20 

0,2 63,2 ungrounded 0,15 0,50 1,00 

0,4 63,2 ungrounded 0,15 0,45 0,70 

0,4 63,2 Grounded 0,10 0,34 0,45 

From the Table 2, it is clear that for optimal use of the dynamic characteristics of TCs, it is 
important to take into account its diameter and speed of water. To validate the LCSR method, 
the time constant of the TC was measured directly under the same water flow conditions that were 
present during the LCSR test. The direct measurement (standard method) involved rapid immersion 
of the TC from one temperature to another. The data were processed using the LSM.  

4. Conclusions  
The LCSR method is relatively easy to implement, does not require sophisticated equipment, 
and allows for an accurate determination of the time constant of the TC. The magnitude of time 
constant allows determining if the TC is installed properly or no in the guide tube of the reactor 
of a NPP. The method allows the results to be quickly and relatively easily obtained compared 
to other methods.  
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Abstract. This paper presents a conceptual system for collecting and storing measurement data 
in Cloud to enhance the metrological characteristics of IoT sensors. The influence of operating 
conditions on signal drift and measurement accuracy is analyzed, and an adaptive method for 
determining the intercalibration period (ICP) is developed. A predictive algorithm for changes 
in metrological characteristics is proposed based on historical data, statistical methods, and 
machine learning techniques. The system utilizes cloud technologies for centralized data 
analysis and adaptive calibration interval adjustment, reducing sensor maintenance costs and 
improving measurement accuracy. It is demonstrated that predictive modeling enables the 
extension of the intercalibration period without compromising accuracy. The findings are 
particularly relevant for decentralized IoT systems where physical calibration is challenging 
or costly. The use of cloud platforms for data collection and analysis allows real-time detection 
of deviations and measurement error correction, contributing to improved efficiency and 
reliability of measurement systems. 
Keywords: Measurement Information, Metrological Characteristics, Intercalibration Interval, 
IoT Sensors, Cloud.  

1. Introduction 
In today's technological environment, where Internet of Things (IoT) systems are becoming 
widespread, sensors play a key role as a source of primary information. Data collected from 
sensors is used to make decisions in various industries: from agricultural production to 
medicine, from environmental monitoring to industrial critical infrastructure. However, as the 
lifetime of sensors increases and environmental conditions change, the problem of 
measurement accuracy decreases due to degradation, drift of metrological characteristics, and 
accumulation of errors. Traditionally, sensor calibration is performed periodically at fixed 
intervals, which does not take into account individual operating conditions. This approach is 
ineffective in distributed IoT systems, where the same type of sensors operate in different 
climatic, mechanical, or electromagnetic conditions. Accordingly, there is a need to develop an 
intelligent system that would adaptively determine the calibration time based on the analysis of 
the actual sensor behavior. The creation of such a system becomes especially relevant in 
conditions of a large number of sensors and limited access to them. In this paper, we propose a 
conceptual approach based on developing a distributed system that analyzes large amounts of 
sensor data, monitors their errors, records manual calibration events, and trains a neural network 
to predict future deviations. As a result, the system is able to recommend the calibration time 
for each device individually, taking into account its current state and conditions [1]. 
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2. Materials and Methods 
The primary metrological characteristics of measurement transducers (sensors) include the 
measurement range, measurement error (both primary and additional), reliability, and several 
other parameters. One of the most critical metrological characteristics is the intercalibration 
interval, as it defines the period during which a measurement transducer can maintain its 
specified measurement accuracy. This parameter depends on the stability of the device’s 
metrological properties, its operating conditions, and the accuracy requirements in a specific 
application field. The more stable the sensor's characteristics, the longer the intercalibration 
interval can be. However, harsh operating conditions, such as elevated temperature, humidity, 
or mechanical stress, can gradually increase measurement error, thereby reducing the interval 
between calibrations. In industrial and scientific applications, the intercalibration interval is 
determined both based on manufacturer recommendations and following regulatory documents 
and standards. Modern Cloud technologies and predictive systems enable the forecasting of 
measurement error trends and the determination of the optimal intercalibration interval based 
on real-time sensor data analysis. The development of this comprehensive measurement data 
processing system involves selecting data for predicting measurement error trends and 
determining the intercalibration interval in a way that best corresponds to the operating 
conditions of the given sensor and IoT device [2] – Figure 1. 

 
Fig. 1.  Conceptual system of cloud-based measurement data processing to ensure accuracy and metrological 

reliability in distributed IoT systems.  

According to the information processing scheme presented in Figure 1, upon a user request, 
sensor readings that match the operating conditions of the given IoT device are selected. This 
data selection is performed across all available storage sources. Based on the retrieved data, a 
virtual table is created, which, after processing, generates individual sensor drift values and 
evaluates measurement variations for the user. As the primary methods for data processing 
(block: "Methods for Processing Measurement Results"), statistical approaches are proposed, 
including: 

• Linear regression – used to predict measurement error changes based on time 
dependence or other influencing factors; 

• Polynomial regression – enables modeling of nonlinear error variation trends; 
• Moving average methods (SMA, EMA) – help smooth measurement noise and assess 

overall trends; 
• Error distribution analysis – allows determining the nature of error changes and 

identifying systematic biases. 
The paper proposes an algorithm for a distributed intelligent system that combines data from a 
large number of sensors, monitors their errors, records manual calibration events, and uses a 
neural network to predict individual deviations over time (Figure 2). The following notations 
are used in Figure 2: Nm - number of measurements, VL - limit value. As a result, the system 
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is able to dynamically determine the calibration time for each sensor individually, taking into 
account its current state, measurement history, and operating conditions. 

 
Fig. 2. Block diagram of the algorithm for error prediction assessment based on different measurement 

sample sizes and forecasting methods. 

The determination of a sensor's intercalibration period (ICP) is based on analyzing the variation 
in its measurement error over time and predicting the moment when this error exceeds the 
acceptable threshold. This process relies on historical calibration data, sensor operating 
parameters, and established regulatory accuracy requirements. At the first stage, a mathematical 
model describing the sensor's error variation is developed. Various approaches are used for this 
purpose, including regression analysis, stochastic models, or machine learning techniques. The 
model is trained on previous calibration measurements and operational data, allowing it to 
account for factors such as temperature influence, load variations, and the sensor's natural drift. 

Let us consider a set of identical sensors 𝑆𝑆 = {𝑆𝑆1, 𝑆𝑆2, … , 𝑆𝑆𝑛𝑛}, where each sensor 𝑆𝑆𝑖𝑖 generates 
data 𝑦𝑦𝑖𝑖(𝑡𝑡) at time 𝑡𝑡, and is characterized by a set of environmental parameters 𝑋𝑋𝑖𝑖(𝑡𝑡) =
[𝑥𝑥𝑖𝑖1(𝑡𝑡), 𝑥𝑥𝑖𝑖2(𝑡𝑡), … , 𝑥𝑥𝑖𝑖𝑖𝑖(𝑡𝑡)]. 
The measurement error is defined as: 

𝜀𝜀𝑖𝑖(𝑡𝑡) = 𝑦𝑦𝑖𝑖(𝑡𝑡) − 𝑦𝑦ref(𝑡𝑡),     (1) 

where 𝑦𝑦ref(𝑡𝑡) is the reference or approximated value. 

For analysis and forecasting, we use the dataset: 
𝐷𝐷𝑖𝑖 = {�𝑋𝑋𝑖𝑖(𝑡𝑡), 𝜀𝜀𝑖𝑖(𝑡𝑡), 𝑐𝑐𝑖𝑖(𝑡𝑡)�}𝑡𝑡=1𝑇𝑇 ,    (2) 

where 𝑐𝑐𝑖𝑖(𝑡𝑡) = 1 indicates a manual calibration event at time 𝑡𝑡. 

The neural network model NN𝜃𝜃 implements the prediction function: 
𝜀𝜀�̂�𝑖(𝑡𝑡 + 𝑘𝑘) = NN𝜃𝜃�𝑋𝑋𝑖𝑖(𝑡𝑡), 𝜀𝜀𝑖𝑖(𝑡𝑡)�,     (3) 

which enables forecasting of future error deviation. 
The moment when the predicted error exceeds a predefined threshold 𝜀𝜀max is considered optimal 
for calibration: 

𝑡𝑡ICP = min{𝑡𝑡: 𝜀𝜀�̂�𝑖(𝑡𝑡) ≥ 𝜀𝜀max}.    (4) 
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Once the prediction of measurement error is obtained, the intercalibration period (ICP) is 
defined as the shortest among several possible intervals. This value is determined by two 
factors: 

1. The moment when the predicted sensor error exceeds the acceptable threshold. 
2. Manufacturer guidelines and operational experience with similar sensors. 

3. Results 
The proposed methodology allows you to optimize the intervals between calibrations, increase 
accuracy, and reduce maintenance costs. Since prediction accuracy can vary over time, the ICP 
is adjusted dynamically. As new operational data becomes available, the predictive model is 
updated, and the ICP is recalculated to ensure continued reliability. 
To address the challenges of distributed sensor environments, the following strategies are 
recommended: 

• Cloud-Based Data Processing – Aggregates sensor data from across the network in a 
centralized environment for consistent analysis. 

• Adaptive Algorithms for Error Prediction – Tailor forecasts to each device’s conditions, 
enabling real-time adjustment to environmental and operational changes. 

• Standard-Free Calibration Techniques – Extend ICP using internal reference 
comparisons, reducing reliance on centralized calibration procedures. 

Distributed Databases – Support scalable storage and real-time processing of large volumes of 
sensor data across the network. 
Based on the constructed model, future error variations are predicted. This enables the 
determination of when the sensor may lose accuracy and start exceeding permissible limits. A 
critical aspect is the calculation of the moment in time when the predicted error surpasses the 
established threshold. This moment defines the recommended ICP. 
In decentralized Internet of Things (IoT) networks, enhancing error prediction, tracking 
measurement variations, and extending ICPs are essential for system reliability and 
maintenance efficiency.  
These approaches enable autonomous, accurate, and scalable sensor maintenance across 
decentralized IoT ecosystems. 

4. Conclusions 
The proposed conceptual approach effectively addresses the limitations of decentralized IoT 
environments by combining predictive analytics with adaptive calibration strategies. It enhances the 
efficiency of network management, improves the accuracy of sensor measurements, and minimizes 
the need for frequent recalibration. By determining the optimal intercalibration period for each sensor 
based on real-time data and forecasted deviations, the approach ensures sustained measurement 
reliability while reducing maintenance efforts and associated costs. 
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Abstract. This study evaluates the impact of fat suppression on the bi-exponential T2* analysis 
of the Achilles tendon. Healthy volunteers underwent ultrashort echo time magnetic resonance 
imaging (UTE MRI) using both fat-suppressed and fat-unsuppressed acquisition methods. Our 
results showed statistically significant differences (P < 0.001) in the short- T2* and long- T2* 
component intensities between the two methods, with intensity variations ranging from 0.65 to 
0.86. These differences likely result from fat suppression altering longitudinal magnetization, 
which predominantly affects the short- T2* component. These findings suggest that a 
tricomponent approach without fat suppression may offer a more accurate and unbiased 
assessment of the T2* composition of the Achilles tendon. 
Keywords: Achilles’ Tendon, Ultrashort Echo Time (UTE), Fat Suppression  

1. Introduction 
In recent years, ultrashort echo time (UTE) imaging has emerged as a powerful technique for 
visualizing tissues with very short T2* relaxation times [1,2]. This method is particularly 
well-suited for musculoskeletal (MSK) imaging, as tissues such as cartilage, cortical bone, 
tendons, and ligaments exhibit very short transverse relaxation times. 
A crucial aspect of MSK imaging is the use of fat suppression techniques to eliminate signal 
contamination from surrounding subcutaneous lipid structures, which might otherwise obscure 
the water signal from tissues of interest [3]. However, a common drawback of conventional fat 
suppression using chemical shift saturation is the accompanying partial attenuation of short- T2* 
signals, which can distort signal composition analysis [4].  
To address this limitation, various strategies have been explored, including optimized 
composite fat suppression RF pulses [5], single-point Dixon fat suppression [6], and 3D-UTE 
with tri-component analysis [7].  
The objective of this study is to investigate the impact of fat suppression on the quantification 
of short- and long-T2* components and to evaluate whether this effect can be mitigated using 
tri-component analysis. We hypothesize that tri-component analysis may provide a more 
precise and unbiased characterization of the T2* components of the Achilles tendon in vivo. 

2. Subject and Methods 
The experiments were conducted using a clinical whole-body 3T MRI system (Magnetom 
Prisma; Siemens Medical Solutions, Erlangen, Germany). A custom time-interleaved 2D-UTE 
pulse sequence with slice profile correction was used for this study [8]. A single sagittal and a 
single axial slice were acquired using the following parameters: FOV = 170 mm, TR = 60 ms, 
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flip angle (FA) = 25°, 64 echoes with echo times ranging from 60 µs to 35.2 ms, and a total 
scan time of 6:23 minutes. Each measurement was performed twice: once with the fat saturation 
module enabled and once without. Image reconstruction and data processing were performed 
offline using custom MATLAB (The MathWorks, Natick, MA, USA) routines. 
Ten healthy volunteers (3 males, 7 females; mean age: 33.3 ± 6.9 years) with no history of 
Achilles tendon injury participated in the study. Institutional approval was obtained, and all 
participants provided written informed consent before the study. 
The magnitude signal was calculated as the mean intensity within a region of interest (ROI) and 
was then fitted using the following two models: 
Bicomponent model - this model was applied to fat-suppressed magnitude data and is described 
by the following equation: |𝑠ሺ𝑡ሻ|   = 𝐴ௌ𝑒ି మೄ∗ + 𝐴𝑒ି మಽ∗ + 𝐶                    (1) 
where 𝐴ௌ, 𝐴 represents fractions of the short 𝑇ଶௌ∗  and long 𝑇ଶ∗  relaxation components, 
respectively, and the parameter C accounts for noise.  
Tricomponent model - this model was applied to fat-unsuppressed data and is given by the 
following equation: |𝑠ሺ𝑡ሻ| = ቆ𝐴ௌ𝑒ି మೄ∗ + 𝐴𝑒ି మಽ∗ + ൫𝐴ி ∑ 𝛼ୀଵ 𝑒ଶగ௧൯𝑒ି మಷ∗  ା ଶగೈಷ௧ାೈಷቇ + 𝐶       (2) 

The fat signal is represented as a sum of relative amplitudes 𝛼, where  ∑ 𝛼 = 1ୀଵ , each 
associated with specific frequency shifts 𝑓. The parameter  𝐴ி represents the total fat fraction 
with a common 𝑇ଶி∗  relaxation rate. The fat model parameters were set up according to Ren’s 
study [9]. The subcutaneous fat fraction typically originates outside the selected slice and, due 
to  𝐵 field inhomogeneity, may experience an additional frequency shift between water and 
fat, which is accounted for by the Δ𝑓ௐி parameter [10]. The parameter Δ𝑃ௐி represents the 
accrued phase difference between the water and fat signals during HP VERSE RF excitation. 
Compared to the bicomponent model, this model introduces four additional parameters, 
resulting in a total of nine parameters. 
Examples of manually drawn ROIs used for analysis are shown in Fig. 1. Signal fitting was 
performed using a nonlinear data-fitting algorithm (lsqnonlin in MATLAB). 

Fig. 1. Examples of 2D-UTE fat-suppressed images of the Achilles tendon in sagittal (A) and axial (C) views.
Region-of-interest (ROI) placements - including the insertion part (INS), middle part (MID),
muscle-tendon junction (MTJ), and middle part axial (MIDA) - are shown on the differential images (B)
and (D). These differential images were obtained by subtracting images acquired at TE = 60 µs and 
TE = 800 µs. 

MEASUREMENT 2025, Proceedings of the 15th International Conference, Smolenice, Slovakia

ISBN 978-80-69159-00-6 234



 

 

3. Results 
Figure 2 shows the results from bicomponent and tricomponent model fitting for an ROI 
selected in the mid part of the Achilles tendon. The relative abundance of short- and 
long-T2*components in the tendon can be expressed as the component fraction, defined as 
follows: 𝑅ௌ   = ೄಽ           (3) 
Both types of analyses can be compared using the fraction ratio (FR), defined as: 

    𝐹𝑅  = (ோೄಽ)మష(ோೄಽ)యష          (4) 

The results of the group analysis using both models are shown in Fig. 3. Figure 3(A) clearly 
demonstrates a considerably lower abundance of short-T2* components in fat-suppressed data, 
with FR values ranging from 0.65 to 0.86 across all examined ROIs. The results of the study 
are summarized in Table 1. 
A Wilcoxon matched-pairs test was performed to compare the fat-suppressed and 
fat-unsuppressed experimental datasets, confirming significant differences between the groups 
(p < 0.001).  

3. Discussion 
The purpose of this study was to compare the performance of T2* analysis using two distinct 
approaches to address fat contamination of the measured water signal: (1) experimentally 
suppressing the fat signal during acquisition or (2) separating the fat signal during data analysis. 
We found that off-resonance  fat oscillation can be reliably targeted  using the  tricomponent  

Fig. 2. Typical examples of T2
* analyses for UTE images acquired with fat (A) and without fat suppression (C).

The ROI was positioned over the middle part of the Achilles tendon, and multi-echo data fitted with 
a bicomponent (B) and tricomponent model (D).  

Fig. 3. Results of group analysis: Component fractions obtained from the bicomponent and tricomponent models
are shown in (A), and the fraction ratio (FR) is plotted in (B). 
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Table 1. Summary of fraction ratios and short- and long-T2
* components, presented as mean values ± standard 

deviations, obtained from both types of analyses (fat-suppressed and fat-unsuppressed datasets).  
Bicomponent Analyses Tricomponent Analyses  

INS MID MTJ MIDA INS MID MTJ MIDA 

SL 4.38±2.09 3.3±0.77 4.96±2.04 4.25±1.9 5.11±2.24 5.06±1.26 7.07±3.52 5.76±1.98 

T2S* 0.58±0.11 0.54±0.13 0.55±0.26 0.54±0.09 0.62±0.16 0.51±0.11 0.58±0.24 0.59±0.08 

T2L* 6.46±1.23 8.39±2.73 7.92±1.32 8.36±0.71 6.5±1.18 8.24±2.26 9.75±1.73 11.6±1.53 

model, as previously suggested [7]. To improve the reliability and robustness of the tricomponent 
model, two additional parameters were introduced (see Eq. 2). Data analysis demonstrated that fat 
suppression tends to result in a lower FR, potentially underestimating the short-T2* fractions. 
However, a limitation of this study is that the experimental data were acquired from only a single 
slice. 

4. Conclusions 
The results of the study demonstrate that the experimental setup and methodology are suitable for 
in vivo examination. Additionally, the tri-component approach has the potential to provide more 
realistic information about the T2* composition of the Achilles tendon. 
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Abstract. Autocorrelation maps (ACMs) determined from body surface potential maps are 
compared with those determined from the standard 12-lead electrocardiogram. Five image 
similarity measures (mean square error, mean absolute error, cross-correlation coefficient, 
structural similarity index, multi-scale structural similarity index) are used to evaluate 
similarity between 148 ACM pairs. The relative range of the measures is low, and their relative 
mean position is close to the theoretical value of the highest similarity. 
Keywords: Body Surface Potential Maps, Standard 12-Lead Electrocardiogram, 
Autocorrelation Maps, Image Similarity Measures 

1. Introduction 
Body surface potential maps (BSPMs) have long been used either for direct analysis and 
interpretation or for the solution of an inverse problem leading to the reconstruction of the 
cardiac source. Recording of BSPMs is usually carried out using 64 to 300 electrodes placed 
throughout the torso surface [1] that allow for better evaluation of the measured signals when 
compared with the standard 12-lead electrocardiogram (ECG) using ten electrodes. 
One approach to BSPM processing uses autocorrelation maps (ACMs) consisting of correlation 
coefficients for every pair of the BSPMs in a given time interval [2]. Recently, it has been 
shown that the ACMs of the QRS complex may represent a promising tool to optimize cardiac 
resynchronization therapy (CRT) device timing settings [3]. The current ACM and/or its 
selected parameters could be displayed during the setting of stimulation timing of different parts 
of the heart, or eventually after changing the position of stimulation electrodes. However, a 
great number of body surface electrodes would be rather cumbersome in such a clinical 
situation. 
In this study, we compare ACMs from BSPMs of 128 leads and ACMs from ECGs of 12 leads 
using image similarity criteria to find out whether the standard ECG could be used instead of 
the output of a multi-channel measuring system to create the ACMs. 

2. Subject and Methods 
The ACM is a visualization of the autocorrelation matrix computed from the signal matrix with 
signals arranged in rows and time samples arranged in columns. For the BSPMs, the columns 
represent individual surface maps during the whole QRS complex; for the standard 12-lead 
ECG, the columns represent “snapshots” of 12 ECG signal samples at the same time instants as 
the surface maps. The BSPMs are measured together with limb leads, and then the signals of 
precordial leads are determined by interpolation among the nearest torso leads. In both cases 
(BSPM, 12-lead ECG), the autocorrelation matrix is a square matrix of the order given by the 
number of signal samples within the examined time interval. The measurements were done at 
our institute for 33 healthy subjects and at the National Institute of Cardiovascular Diseases [3] 
for 115 various modes of CRT in 25 heart failure patients, so 148 signal-averaged QRS 
complexes were analyzed. An example of the ACM from the BSPMs of a healthy volunteer 
with a QRS duration of 100 ms in three image representations is shown in Fig. 1. 
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Fig. 1. ACM of a healthy volunteer H013 as: a) grayscale image with the highest positive value white and the 

lowest negative value black, b) color image with the highest positive value red and the lowest negative 
value blue, c) color contour plot with contour intervals of 0.2 and highlighted values greater than 0.995. 

Various image similarity measures (ISMs) can be used for grayscale image comparison. We 
can use global similarity measures requiring spatial alignment of the two input images to 
compare ACMs from BSPMs of 128 leads and from ECGs of 12 leads. Mean square error mse, 
mean absolute error mae, and cross-correlation coefficient ρ are defined [4] as follows 

 𝑚𝑠𝑒 ൌ ∑ ሺ௫ೖି௬ೖሻమ ,       𝑚𝑎𝑒 ൌ ∑ |௫ೖି௬ೖ| ,       𝜌 ൌ ∑ ሺ௫ೖିµೣሻ൫௬ೖିµ൯ೖට∑ ሺ௫ೖିµೣሻమೖ ∑ ൫௬ೖିµ൯మೖ , (1)

where xk and yk are gray levels of the k-th pixel, µx, µy are mean gray levels of images x and y. 
More elaborate image similarity criteria compare local patterns of pixel gray levels (intensities) 
that have been normalized for luminance and contrast as structural similarity index ssim [5] 

 𝑠𝑠𝑖𝑚 ൌ ൫2µ௫µ௬  𝐶ଵ൯൫2𝜎௫௬  𝐶ଶ൯൫µ௫ଶ  µ௬ଶ  𝐶ଵ൯൫𝜎௫ଶ  𝜎௬ଶ  𝐶ଶ൯ (2)

where, σx, σy, and σxy are the standard deviations and cross-covariance of the images x and y. 
Constants C1 and C2 depend on the dynamic range of the image. 
Multi-scale structural similarity index multissim [6] incorporates image details at different 
resolutions and combines the measurement at different scales 

 𝑚𝑢𝑙𝑡𝑖𝑠𝑠𝑖𝑚 ൌ |𝑙ெሺ𝐱, 𝐲ሻ|ఈಾ ∏ ห𝑐ሺ𝐱, 𝐲ሻหఉೕெୀଵ ห𝑠ሺ𝐱, 𝐲ሻหఊೕ, (3)

where cj (x, y) and sj (x, y) are the contrast comparison and the structure comparison at the j-th 
scale and lM (x, y) is the luminance comparison at scale M. 
We evaluated ISMs with regard to their theoretical range tmax – tmin. For mse and mae, the 
theoretical minimum tmin corresponds to the greatest possible similarity (two identical ACMs) 
and its value is tmin = 0. For ρ, ssim, and multissim, the theoretical minimum corresponds to the 
greatest dissimilarity (one ACM with the values 1, another one with the values -1). Its value is 
tmin = -1 for ρ and ssim, and tmin = 0 for multissim. The real range of ISMs is bounded by the 
maximum rmax and the minimum rmin of all ACM pairs. The relative real range is calculated as 
rrange rel = 100 (rmax – rmin) / (tmax – tmin) [%]. We calculate also the mean rmean and the standard 
deviation rstd of all ACM pairs. Then the relative mean position is given by a relative distance 
between the rmean and the border of the theoretical range corresponding to the maximum 
similarity. It means that for mse and mae the relative mean position can be calculated by the 
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relation rmean rel = 100 (rmean – tmin) / (tmax – tmin) [%] or rmean rel = 100 rmean / tmax [%]. For ρ, ssim, 
and multissim the relative mean position is rmean rel = 100 (tmax – rmean) / (tmax – tmin) [%]. 

3. Results 
Evaluation of five ISMs for all 148 ACM pairs of 128 and 12 lead ECGs relatively to their 
theoretical range is shown in Table 1. 

Table 1. ISMs, their ranges, and basic statistical values (t – theoretical, r – real) for 148 ACM pairs. 

ISM mse mae ρ ssim multissim 

[tmin, tmax] [0, 4] [0, 2] [–1, 1] [–1, 1] [0, 1] 

[rmin, rmax] [.0004, .4779] [.0106, .3709] [.682, .999] [.436, .993] [.613, .987] 

rrange rel [%] 11.938 18.015 15.820 27.859 37.457 

rmean ± rstd .0283 ± .0481 .0951 ± .0565 .955 ± .046 .831 ± .120 .894 ± .068 

rmean rel [%] 0.708 4.757 2.253 8.453 10.572 

4. Discussion 
In Table 1, we can see that the trend for the relative range rrange rel and the relative mean position 
rmean rel is the same: the lowest to the highest values are in the order of ISMs: mse, ρ, mae, ssim, 
multissim. The relative range of the mse reaches 12 % of the theoretically possible range and 
its relative mean position is only 0.7 % from the value of the best theoretically possible 
similarity. On the other hand, the relative range of 38 % and the relative mean position of 10.6 % 
for the multissim are still acceptable values. Figs 2 to 4 show the ACM pairs for those cases 
(out of all 148 cases) giving a) the best similarity corresponding to [rmin, rmax] values in bold in 
Table 1, and b) the worst similarity corresponding to [rmin, rmax] values in italic in Table 1. 

 
Fig. 2. ACM pairs with the best similarity by mse, mae (a) and the worst similarity by mse, mae, multissim (b). 

 
Fig. 3. ACM pairs with the best similarity by ρ (a) and the worst similarity by ρ (b). 

a) b) 

a) b) 
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Fig. 4. ACM pairs with the best similarity by ssim, multissim (a) and the worst similarity by ssim (b). 

5. Conclusions 
The ISMs used for comparison of 128 and 12-lead ACMs examined in this paper are distributed 
near the value of the highest theoretical similarity. This fact might enable us to use only the 
standard ECG instead of the BSPMs in practice with CRT device implantation to achieve the 
same results. However, there exist discrete real values of ISMs corresponding to lower 
similarity (evidently visible for high mse, mae, and low multissim, ssim in Fig. 2b and Fig. 4b, 
less evident for low ρ in Figure 3b). Further investigation is necessary to determine whether 
these differences between 128-lead and 12-lead ACMs would affect the CRT optimization 
process if the ACMs were computed from the standard 12-lead ECGs instead of the 128-lead 
BSPMs. Therefore, in the near future, we plan to compare also the parameters extracted from 
the same ACMs as those analyzed in this paper. 

Acknowledgements 
This work was supported by the Slovak Research and Development Agency (APVV-19–0531) 
and the Slovak Scientific Grant Agency (VEGA 2/0106/25). 

References 
[1] Bergquist, J., Rupp, L., Zenger, B., Brundage, J., Busatto, A., MacLeod, R.S. (2021) Body 

surface potential mapping: Contemporary applications and future perspectives. Hearts, 2, 
514–542. 

[2] Corlan, A.D., Macleod, R.S., De Ambroggi, L. (2005) The effect of intrathoracic heart 
position on electrocardiogram autocorrelation maps, Journal of Electrocardiology, 38, 87-
94. 

[3] Přibilová, A., Švehlíková, J., Šašov, M., Zelinka, J., Ondrušová, B., Hatala, R., Tyšler, M. 
(2025). Autocorrelation maps for optimal setting in cardiac resynchronization therapy. 
Computer Methods and Programs in Biomedicine, 260, 108519. 

[4] Mitchell, H.B. (2010). Image similarity measures. In Image Fusion: Theories, Techniques 
and Applications. Springer, 167-185. 

[5] Wang, Z., Bovik, A.C., Sheikh, H.R., Simoncelli, E.P. (2004) Image quality assessment: 
From error visibility to structural similarity. IEEE Transactions on Image Processing, 13 
(4), 600–612. 

[6] Wang, Z., Simoncelli, E.P., Bovik, A.C. (2003) Multiscale structural similarity for image 
quality assessment. In 37th Asilomar Conference on Signals, Systems and Computers, 
IEEE, 1398-1402. 

a) b) 

MEASUREMENT 2025, Proceedings of the 15th International Conference, Smolenice, Slovakia

ISBN 978-80-69159-00-6 240



Inferring a Gene Regulatory Network Involved in Drosophila
Melanogaster’s Muscle Development

Ivona Hrivová, Hana Krakovská, Anna Krakovská

Institute of Measurement Science, Slovak Academy of Sciences, Bratislava, Slovakia
Email: ivona.hrivova@savba.sk

Abstract. The potential of Granger causality in identifying gene regulatory networks is in-
vestigated, with a specific focus on Drosophila melanogaster muscle development. Our study
analyzes gene expression time series recorded across the insect’s lifecycle, spanning embryonic,
larval, pupal, and adult stages. The gene-gene regulatory interaction networks published so far
show poor agreement, and our findings underscore the importance of longer gene expression
time series for reliably identifying gene regulatory networks.
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1. Introduction
A notable application of Granger causality in genetic research is its use in gene expression
datasets to infer causal regulatory interactions. Gene expression time series capture fluctua-
tions in gene activity under various conditions, treatments, disease progressions, or stress levels.
However, a major challenge is that while expression levels are usually measured for thousands
of genes (variables), they are typically recorded at only a few points in time. This constraint
presents a significant difficulty not only for deep learning approaches but also for conventional
causal methods. For an overview of methods to infer gene regulatory networks (GRNs), see [1].

In the present study, our motivation is to explore the limitations of the classical Granger
test when applied to short genetic time series. To address this challenge, we will examine gene
expression data associated with muscle development in fruit flies (Drosophila melanogaster).
Drosophila is among the species for which gene expression data have been collected over ex-
tended periods through RNA sequencing or microarrays, making it accessible for analysis [2].

As a simpler species than humans, Drosophila has fewer muscle types, each made up of just
one fibre type. Its short lifespan and large, genetically homogeneous populations make it a valu-
able model organism. Many genes and regulatory pathways involved in muscle development are
evolutionarily conserved across species, including mammals. Therefore, studying the fruit fly’s
gene regulatory networks (GRNs) provides insights with broader biological relevance.

In the following section, we describe the test data and the Granger causality inference
method employed. We then present the results and compare the inferred gene regulatory network
with prior findings obtained through probabilistic modelling [3], coupled differential equations
for clustered expression profiles [4], and Kalman filter-based network topology tracking [5].

2. Subject and Methods
Data
We used gene expression data [2], freely accessible at the Gene Expression Omnibus database
(https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSE4347). The dataset consists of ex-
pression levels of 4028 Drosophila genes in wild-type flies examined during sequential periods
through the four stages of the life cycle: embryonic, larval, pupal and the first 30 days of adult-
hood. We used time series consisting of 52 values, recorded simultaneously at uneven time

MEASUREMENT 2025, Proceedings of the 15th International Conference, Smolenice, Slovakia

ISBN 978-80-69159-00-6 241

mailto:krakovska@savba.sk


intervals. Because of the rapid developmental changes in embryos, overlapping 1-hour periods
were sampled, while adults were measured at multiday intervals.

In earlier genetic and developmental biology research, certain gene sets have been linked
to muscle development [2]. In this study, we analyzed 18 of those genes: CG1429 (mef2),
CG17927 (mhc), CG18251 (msp-300), CG1915 (sls), CG2096 (flw), CG2328 (eve), CG2956
(twi), CG4376 (actn), CG4677 (lmd/gfl), CG4889 (wg), CG5596 (mlc1), CG5939 (prm), CG7107
(up), CG7438 (myo31DF), CG7445 (fln), CG7895 (tin), CG9155 (myo61F), CG9885 (dpp).

actn dpp eve fln flw lmd/gfl

mef2 mhc mlc1 msp-300 myo31DF myo61F

prm sls tin twi up wg

Fig. 1: Profiles of 18 gene expression time series analyzed in this work.

Granger causality test
Methods for detecting a causal link X → Y between two processes typically follow a simi-
lar principle: they assess whether past values of X contain information that helps predict the
evolution of Y . The same holds for the Granger causality [6], where a variable X is said to
Granger-cause a variable Y if the prediction error of Y , when using the past values of both Y
and X as predictors, is significantly smaller than the prediction error obtained when using only
past values of Y . The number of past values included in the model, known as the model order, is
typically determined using the Akaike information criterion. The statistical significance of X’s
contribution to predicting Y is established via an F-test. Rejection of the null hypothesis means
that the coefficients corresponding to the past values X are statistically significantly different
from zero in the autoregressive model of Y (suggesting X → Y ). Here, the pairwise Granger
causality test was performed using the MVGC MATLAB toolbox [7]. For multiple hypotheses
testing, we used the Benjamini-Hochberg (FDR) correction and a significance level of 0.05.

3. Results and Discussion
Earlier experimental studies have identified transcriptional gene interaction networks that play a
role in Drosophila muscle development [2]. However, directed (causal) network diagrams were
not constructed until the works [3] and [4], where the authors used a set of 20 genes to propose
their gene regulatory networks (GRNs).

In Fig. 2, we present the experimentally validated GRN, limited to the 18 genes considered
here, alongside the data-driven reconstructions published earlier [3], [4], all formatted in a uni-
fied manner for easier comparison. The large discrepancies between the networks emphasize
that GRN reconstruction remains an unresolved challenge. In the GRNs, we grouped multiple
genes together within a surrounding contour to highlight that their activity is causally indistin-
guishable. This may result from having similar expression profiles due to being driven by an
external factor or from mutually influencing each other within a regulatory loop.
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Fig. 2: Inconsistent gene networks proposed for the Drosophila muscle development. (a) links validated
experimentaly [4]; (b) undirected 11-gene wing muscle network presented in [5] referring to Flybase [8];
(c) GRN proposed for the embryonic stage by Haye et al. [4]; (d) GRN proposed by Zhao et al. [3].
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Fig. 3: (a) 100 points of the driving time series X (AR model based on gene eve) and driven Y (AR model
based on gene tin), and percentage of correct X → Y inference as a function of the number of data.
(b) Causal links between genes involved in Drosophila muscle development, detected in this study.

Fig. 3 (a) was generated to address concerns about whether as few as 52 points have any
chance of providing correct and robust causal inference. Starting from the genes tin and eve, we
simulated two unidirectionally coupled AR processes, each with 10000 points:

xt = 0.55xt−1 +0.25xt−2 + ε
1
t ,

yt = 0.44xt−1 +0.02xt−2 +0.28yt−1 +0.27yt−2 + ε
2
t ,

(1)
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where ε1
t ∼ N (0,0.46),ε2

t ∼ N (0,0.38). We see that using a series with length of 50 points,
we correctly identified the direction of causal connection in 98 out of 100 cases. This lends
some credibility to the causal analysis of our short gene expression data, even though actual
measurements may be noisier and less stationary than the AR simulations.

The four significant causal links detected by the Granger test, shown in Fig. 3(b), are:
tin → mef2 eve → tin eve → wg twi → dpp

Their inference does not conflict with the experimentally validated connections in Fig. 2 (a), as
the six genes involved belong to the same group of interrelated genes.

4. Conclusions
In this study, 18 genes involved in Drosophila muscle development have been used to propose
the GRN. Although these genes interact with numerous others, external influences are not ac-
counted for in the causal analysis. While this simplification is a common practice, it carries
inherent risks, as mentioned above, that should be considered when interpreting the results.

We believe that causal analysis of time series, with its potential to infer gene regulatory net-
works, opens up an untapped opportunity for progress in genetic research. However, its success
relies on the availability of long, reasonably clean time series, ideally spanning several hun-
dred time points. We express scepticism toward efforts to develop a reliable methodology for
reconstructing gene regulatory networks from measurements lacking sufficient length [1], given
that causal inference inherently demands comprehensive temporal data. We place more hopes
in collecting longer time series of gene expression data, which could prove essential for robust
causal analysis and drive significant discoveries and advancements in the field.
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Abstract. This study introduces an experimental platform for systematically investigating the 
effects of low-frequency magnetic fields on biological systems. It addresses key challenges such 
as environmental variability and reproducibility by ensuring precise temperature control, high 
magnetic field homogeneity, and a modular design. Validated using Saccharomyces cerevisiae 
CCY 21-4-99, the platform demonstrated minimal growth variations, confirming its 
reproducibility. It supports diverse biological studies and can be adapted for different 
electromagnetic field sources, providing a controlled environment for studying cellular effects 
and advancing research on low-frequency magnetic field mechanisms and applications. 
Keywords: Low-Frequency Magnetic Fields, Biological Effects, Experimental Platform, 
Saccharomyces Cerevisiae, Reproducibility 

1. Introduction 
Low-frequency (LF) magnetic fields (MFs) (Hz–kHz) are prevalent in modern environments 
and may influence biological systems, though their effects remain uncertain. Studies suggest 
they can affect gene expression, protein synthesis, and cell signaling [1]. Epidemiological 
studies have linked LF MF exposure to childhood leukemia [2] and neurodegenerative diseases 
[3], but findings remain inconsistent. Variability in experimental setups and environmental 
factors contributes to these discrepancies [4], highlighting the need for more systematic 
research. On the other hand, potential applications include regenerative medicine [5] and cancer 
therapy [6]; however, safety concerns remain. 
To improve reliability, we developed an experimental platform with precise environmental 
control and standardized evaluation methods. The introduced system addresses methodological 
limitations and enhances reproducibility in studying LF MF effects. 

2. Methods 

Microbial Strain & Culture Conditions 
YPD liquid medium for yeast growth consisted of an aqueous solution containing 1% yeast 
extract, 2% peptone, and 2% glucose. Solid YPD agar medium contained an additional 1.5% 
agar. Trypan blue solution was used for viability assessment. 
Saccharomyces cerevisiae CCY 21-4-99 was cultivated at 35 °C and stored at 7 °C. Before 
experiments, an inoculum was grown in liquid medium for 24 hours and then stored at 7 °C for 
up to 10 days. Viability (98.5-99.0%) was assessed using Trypan blue staining, and purity 
checks confirmed the absence of contamination. Biomass concentration was determined using 
a Bürker chamber or turbidity measurements (4.4 × 10⁷ cells/ml ≙ 400 NTU). 

To evaluate cell growth under experimental conditions, the inoculum was diluted in YPD 
medium and distributed into 10 flat-bottom vials, each containing 13 ml of culture to ensure 
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uniform cell distribution. Two sets of five vials were placed in separate cultivation chambers 
within Helmholtz coils and submerged in a water bath for temperature stability. Yeast cells 
were cultivated for 18 hours, either with or without MF exposure, depending on the 
experimental conditions.  

3. Results 

Experimental Platform Overview 
The experimental setup consists of cultivation chambers, a temperature regulation system, 
an MF generation unit, an optical microscope with a digital camera, and a central control 
system. These components ensure optimal yeast growth conditions and reliable data acquisition. 

Magnetic System 
The MF system (Fig. 1a) features two independent channels, each supplying an MF to 
a cultivation chamber. A signal generator produces alternating currents, which are amplified 
and regulated to maintain system impedance. An oscilloscope monitors waveforms in real-time, 
while an ammeter measures electrical current. Helmholtz coils, optimized for 95% MF 
homogeneity, were modeled in MATLAB (Fig. 1b) and constructed with a 110 mm diameter 
and 50 turns of 2.2 mm copper wire. The system generates MF up to 5 mT within a 0-2 kHz 
range, ensuring stable exposure conditions. 

 
 (a) (b) 
Fig. 1. (a) Schematic diagram of the MF generation system, showing the signal generator, amplifier, rheostats, 

Helmholtz coils within two chambers, and an oscilloscope with ammeters. (b) Model of the maximum 
magnetic field flux as a function of the number of coil turns and wire diameter. 

Temperature Regulation 
Customized thermal boxes maintain stable conditions using heating foils and a PID regulator. 
A microcontroller with digital sensors (DS18B20) monitors the temperature every 10 seconds. 
Final sensor placement was optimized for accurate yeast sample monitoring. Tests confirmed 
that water bath temperatures remained stable at 35 °C despite heat from the coils (Fig. 2). 
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Fig. 2. Thermal image of the cultivation chamber, showing temperature sources in the form of coils and the foil 

heating system on the chamber walls. 

Paired Experimental Design 
A proof-of-concept paired experiment tested consistency under control (no MF) and test (50 Hz 
MF, 3.5 mT) conditions. Vials containing yeast cells in culture media (five per chamber) were 
used, with temperatures maintained at 35°C (±0.3°C variation). The depicted results  
(Fig. 3) show minimal growth differences between the chambers, with mean variations 
remaining below 1%. A one-sample t-test confirmed no significant variation from zero mean 
(p-values: 0.56, 0.78, 0.52), validating the chamber's consistency for MF studies. 

 
Fig. 3. Bar graphs showing the mean difference in cell concentration between cultures cultivated in two 

chambers. All error bars are equal to ±SD. C/C: Both chambers are in control mode without MF (N = 5). 
T/T: Both chambers are in test mode with MF (N = 5). Control: Merged data from the two previous sets 
(N = 10). 

4. Discussion 
The experimental platform ensures controlled and reproducible conditions for studying 
the effects of LF MF on biological systems. It features precise temperature regulation, with 
sensors in a water bath to maintain uniform conditions and minimize thermal gradients. Stability 
tests confirmed minimal temperature variations, supporting reliable paired experiments. 

MEASUREMENT 2025, Proceedings of the 15th International Conference, Smolenice, Slovakia

ISBN 978-80-69159-00-6 247



Saccharomyces cerevisiae CCY 21-4-99 was selected for its thermotolerance (optimal growth 
at 35 °C) and eukaryotic structure, making it a relevant model organism. Growth differences 
between chambers were statistically insignificant, validating the platform’s precision. 
The system supports multiple samples simultaneously and can be adapted for various 
microorganisms, biological systems, or different experimental setups, including alternative 
electromagnetic sources and environmental controls. 

5. Conclusions 
We have developed a versatile experimental platform that addresses key challenges in studying 
the effects of LF MF on biological systems. Future upgrades will integrate real-time monitoring 
of cell biomass and viability using electrical impedance spectroscopy. This high-precision 
system lays the foundation for advancing research on MF-induced biological effects and their 
biomedical applications. 
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Abstract. An effective convolutional neural network (CNN) with 3D U-Net architecture for auto-
mated segmentation of anatomical-morphological structures in high-resolution 3-dimensional 
double-echo steady state (3D-DESS) magnetic resonance imaging (MRI) data of human knee 
joint was proposed. The CNN was trained and validated on freely available manually segmented 
OAI-ZIB dataset of 507 subjects using high-performance computing (HPC) resources. Obtained 
CNN model for automated segmentation of bones and cartilages in knee-joint MRI data of sub-
jects in testing subset of the dataset is in comparison with a currently available alternative 
Model-based segmentation algorithm from 2.6 to 7.1% more accurate (Dice similarity coeffi-
cient as a metric) with significantly shorter inference t ime per subject on currently available 
GPU accelerated personal computer.

Keywords: Automated Knee-Joint Cartilage Segmentation, High-Resolution 3D-DESS MRI, 
U-Net3D Convolutional Neural Network, High Performance Computation

1. Introduction
Pathological conditions of musculo-skeletal systems or its degradation caused by injury or dis-
ease can be non-invasively investigated and monitored by magnetic resonance imaging (MRI)
device using common 3D-double echo steady-state (3D-DESS) sequence. Such diagnostic tool
can generate and capture data of morphological structures with high spatial resolution and high
number of thin slices and also in different time points for long term monitoring of patients’
condition before and after therapy. For the evaluation and interpretation of such volumetric im-
ages, it is necessary involvement of atested radiologist with high time costs. To automate and
speed-up this process is therefore highly desired. One possible solution of this problem was
presented in 2010 as the Model-based segmentation algorithm developed by Fripp et al. [1]
currently also used in commercial software for automated segmentation of anatomical struc-
tures visualized in human knee-joint MRI data. The algorithm works very well on 3D-DESS
MRI data of nonpathological knee-joint subjects, however, it does not perform well if there are
present combinations of several pathological conditions. Therefore, more robust method, with
respect to the degree of cartilage damage, has to be developed. The solution could be in deep
learning methods using convolutional neural networks (CNNs) with currently well known U-
Net 3D architecture [2] algorithms family. In this contribution we present our modification of
CNN architecture more suitable to the analyzed problem. It shows our results of trained, vali-
dated and tested CNNs on freely available manually segmented high-resolution 3D-DESS MRI
data of human knee-joint dataset of 507 subjects from osteo-arthritis initiative Zuse Institute
Berlin (OAI-ZIB).
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2. Subject and Methods
Architectures
For deep learning were used CNNs with full U-Net3D architecture derived from the works of
Cicek et al. 2016 [2] and Krafcik et al. 2023 [3] by involvement of our few modifications. Our
Full U-Net3D CNN with batch-normalization (BN) as directed acyclic graph (DAG) contains
three decreasing resolution stage encoding blocks (each with two 3D convolution layers) via
3D max-pooling layers and doubling-up the number of filters, connected by skip connections
(copy and concatenation) with three increasing resolution stage decoding blocks (each with two
3D convolutions) via 3D up-convolution with strides of two. Each layer of CNN is represented
with the input and output tensor and operation in between (convolution, copy, concatenation,
max-pooling, etc.). All convolution layers in analytic and synthetic paths was activated with the
Rectified linear unit (ReLU). In the last layer of this DAG of CNN was used convolution layer
with softmax activation. Data augmentation layer (augmenting the input data by random zoom
and single plane rotation) at the beginning of graph, together with the drop-out (50%) layer as
the penultimate layer at the end of the graph were also used. The architecture of the CNN has
about 5.6×106 trainable variables.

Except of the described Full U-Net3D CNN BN we have also trained, validated and tested
its modified version without BN layers and denoted it in further as the Full U-Net3D CNN.

Implementation
Our architectures of CNNs were created and realized in PYTHON 3.9 environment with open-
source module for machine lerning TENSORFLOW 2.12.0 [4] without/with GPU acceleration.
In this environment was training and validation of CNNs governed by sparse categorical cross-
entropy (SCCE) loss function and with sparse categorical accuracy (SCA) metric using RM-
Sprop optimizer [5] [6] for 300 epochs on the dataset of 507 subjects from osteoarthritis initia-
tive Zuse Institute Berlin (OAI-ZIB) (URL: https://pubdata.zib.de, available online on
Dec 1, 2022) divided into training, validation, and test subset in the ratio 304 : 102 : 101. Model
of trained CNN for epochs with the best mean validation loss, validation accuracy, as well as of
the last epoch were saved. For testing was used the model of the epoch with the best validation
SCA.

Evaluation
Subjects from the testing subset were automatically processed in testing/inference mode of
saved CNNs models with predicted segmentation masks (P, predicted values) and compared
with manually segmented masks (T , true values). As the metric we used Dice similarity coef-
ficient (DSC) score: DSCi ≡ 2 · |Ti ∩Pi|/(|Ti|+ |Pi|) · 100%, for i ∈ {FB,FC,TB,TC}, as seg-
mentation classes, where FB, FC, TB, and TC are femur, femoral cartilage, tibia, and tibial
cartilage, respectively. Next, for the testing group and morphological segmentation class was
computed its mean value and standard deviation.

3. Results
Illustrative example of obtained results for our CNNs models compared with the manually seg-
mented masks and the results for the Model-based segmentation algorithm [1], in the case of
the worst DSC score for tibial cartilage segmented by the algorithm is shown in Fig. 1.

Comparison of segmentation methods for the whole testing subset — mean and standard
deviations for each method and morphological structure class, together with the inference time
per testing subject — is shown in Table 1.
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FB FC TB TC
DSC [%] 100 100 100 100

(a) Manual.

FB FC TB TC
DSC [%] 98.6 88.1 98.5 77.9

(b) Full U-Net3D CNN
BN.

FB FC TB TC
DSC [%] 98.6 86.5 98.4 78.1

(c) Full U-Net3D CNN.

FB FC TB TC
DSC [%] 92.4 79.5 87.6 58.8

(d) Model-based seg. alg.
[1].

Fig. 1: (Color online.) Comparison of segmentation of human knee-joint (illustrative case; visualized
using ITK-SNAP v.3.8.0 [7]): (a) manual segmentation as the true values, and predicted segmentation
masks obtained with using of (b, c) our Full U-Net3D CNNs, and (d) available Model-based segmentation
algorithm [1]. Morphological structures: (red) FB, femur; (green) FC, femoral cartilage; (blue) TB, tibia;
and (yellow) TC, tibial cartilage. Shown subject from the test subset of OAI-ZIB dataset with the worst
DSC for TC obtained with the Model-based segmentation algorithm.

4. Discussion
Obtained models of our CNNs, further used in testing/inference mode on testing subset of the
OAI-ZIB dataset, were significantly more accurate than the alternatively used Model-based seg-
mentation algorithm [1] (used Dice similarity coefficient score as the metric), as well as faster
more about two orders of magnitude. Moreover, while the alternative Model-based segmen-
tation algorithm fails in the cases of combination of several pathology conditions in human
knee-joint, our approach will not.

The cost for this improvement was the relatively high computation time and hardware re-
sources requirements for training of our CNNs. On the other hand, it has to be done only once
for obtaining suitable robust with the respect to the cartilage damage, which can be further ef-
fectively used for inference on common GPU accelerated PC. Reduction of the computation
time and hardware resources requirements can be reached by use of numerical mixed precision
floating points data types approach for tensors’ data store and and operations management on
it, on which we currently work.
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Table 1: Dice similarity coefficient (DSC) score between manual (true values) and automated (predicted
values) segmentation masks for each morphological structure class of our Full U-Net3D CNNs’ archi-
tecture models compared with results of the available Model-based segmentation algorithm [1] (cur-
rently used also in commercial software). Our CNNs were trained and validated during 300 epochs.
Next, were used models of epochs with the best mean SCA metric in test/inference mode. DSC scores
were computed on testing subset with 101 subjects of OAI-ZIB dataset with high-resolution (size
384×384×160voxels). The best values are emphasized as bold font.

Method
Training & Validation Testing

Precision Device RAM/VRAM TVTa DSC (mean±std)b [%] for structure class Device ITc

[GB/GB]
[

min
epoch

]
FB FC TB TC

[
s

subject

]
Full U-Net3D CNN BN float32 HPC CPUe 128/0 85 98.5±0.5 88.3±2.9 98.6±0.4 84.8±4.4 PC GPUg 3.23
Full U-Net3D CNNd float32 HPC GPU f 64/40 40 98.7±0.3 88.5±3.1 98.6±0.4 85.0±4.1 PC GPUg 3.69
Model-based seg. alg. [1] 92.0±2.3 81.4±3.4 96.0±1.2 78.3±5.5 PC CPUh 338.00
a Training and validation time (TVT) per epoch on 304 training and 102 validation subjects in the overall high-resolution (size 384× 384×
160voxels) OAI-ZIB dataset performed on the particular device (on the HPC CPU/GPU device).
b Mean and standard deviations of DSC evaluated on 101 testing subjects with 3D-DESS MRI data in testing set of the OAI-ZIB dataset.
c Inference time (IT) per testing subject in the testing mode of the used method for testing set (101 subjects) of the OAI-ZIB dataset.
d The training with validation was prematurely stopped in the 250-th epoch due to expiration of the allocated time for use of computational
resources on the HPC Devana device.
e Performed on one node of HPC Devana without GPU acceleration (2× Intel® Xeon® Gold 6338 CPU @ 2.00GHz, 64 cores, 256GB RAM),
allocated 64 CPU cores and 128GB RAM.
f Performed on one node of HPC Devana with GPU acceleration (2× Intel® Xeon® Gold 6338 CPU @ 2.00GHz, 64 cores, 256GB RAM,
4× NVIDIA A100 40GB GPU), allocated 1 CPU core, 64GB RAM, and 1 GPU.
g Performed on PC GPU device (Intel® Core™ i7-11700F @ 2.50GHz, 8 cores CPU, 32GB RAM, NVIDIA GeForce RTX 3090 24GB GPU).
h Performed on PC CPU device (Intel® Xeon® W-2225 @ 4.10GHz, 4 cores CPU, 16GB RAM), GPU acceleration was not supported.
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Abstract. Local hypothermia of the eye can be beneficial for reducing the negative effects of 
ischemia and inflammation on ocular tissues. We designed and manufactured experimental 
samples of thermoelectric medical devices for controlled artificial cooling of the eye in three 
ways: by contact directly through the cornea of an open eye, by contact through the eyelids of 
a closed eye, by contactless cooling of the open eye. The device for contact ocular cooling 
includes a thermoelectric Peltier module, which can measure and maintain a specified 
temperature with an accuracy of ± 0.2 °C in real-time. The device for contactless ocular cooling 
can maintain a specified temperature with a resolution of ± 1 °C. Experimental studies of the 
devices showed their simplicity and reliability in operation.  
Keywords: Thermoelectric Medical Device, Ocular Surface Temperature, Ocular Bioheat 
Transfer, Artificial Local Hypothermia 

1. Introduction 
Artificial reduction of body temperature by the forced removal of heat from its surface (general 
hypothermia) or internal organs (local hypothermia) is successfully used in various fields of 
medicine in some critical conditions to increase the resistance of brain cells to 
ischemia/reperfusion [1]. Local hypothermia of the eye can be beneficial for reducing the 
negative effects of ischemia and inflammation on ocular tissues in various ophthalmological 
pathologies. The temperature of the ocular structures can be reduced by direct contact cooling 
of the corneal surface or by exposure to cold through closed eyelids. Bioheat transfer from the 
surface tissues of the human body, including the ocular tissues, to the environment is also 
known to be carried out mainly (about 60%) through radiation [2]. Therefore, the above-
mentioned features of bioheat transfer of the human body create certain possibilities for heat 
dissipation from surface structures of the body in a contactless manner. The progress of 
biomedical engineering is highly prospective for developing special thermoelectric medical 
devices for managed artificial cooling of the eye, which is sure to enable more effective and 
controlled application of the beneficial effects of hypothermia. 

The study aimed to develop a design and manufacture experimental samples of thermoelectric 
medical devices for contact and non-contact cooling of the eye based on a mathematical model 
of bioheat transfer of the eye under conditions of local hypothermia. 
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2. Bioheat transfer model of the eye under conditions of local hypothermia 
It is quite a complex task to carry out thermal experiments, which is why thermal processes are 
usually modeled first [3], and then modeling results are tested in experiments [4]. The modeling 
of thermal processes can be either analytical [5] or numerical. The latter way is chosen in this 
paper. A mathematical bioheat transfer model of the eye under conditions of local hypothermia 
was developed, taking into account its anatomical structure, thermophysical features, blood 
circulation, and metabolic processes; the dynamics of intraocular temperatures under conditions 
of local artificial heat dissipation and the target ocular surface temperature (OST) were 
determined to achieve a potential therapeutic level of hypothermia using the developed 
thermoelectric medical devices. To develop a mathematical bioheat transfer model, the 
COMSOL Multiphysics® software package (COMSOL, Inc., USA) was used. The calculation 
of temperature distributions and heat flux density in the eye was carried out using the finite 
element method. Using object-oriented computer modeling, temperature and heat flux 
distributions in various structures of the eye were obtained (Figure 3). 

 
Fig. 1. Distribution of intraocular (A) and ocular surface (B) temperature at an ambient temperature of 22 °C. 

The use of computer modeling enabled the establishment that the necessary decrease in the 
temperature of the vitreous body and, accordingly, the retina by 1-2 °C is achieved by cooling 
the corneal surface to a temperature of 20 °C. The results of mathematical modeling of ocular 
bioheat transfer under cooling conditions were considered to assess the efficiency of heat 
dissipation from the eye to the required therapeutic level of hypothermia in various ways using 
the developed thermoelectric medical devices. Modeling has demonstrated that cooling the eye 
directly through the cornea can reduce the temperature of the retina to a therapeutic level. 

3. Thermoelectric devices for contact and non-contact ocular cooling 
At the Institute of Thermoelectricity of the National Academy of Sciences and the Ministry of 
Education and Science of Ukraine, within the framework of a cooperation agreement with the 
State Institution “The Filatov Institute of Eye Diseases and Tissue Therapy of the National 
Academy of Medical Sciences of Ukraine”, thermoelectric medical devices for contact cooling 
of the eye (Figure 2) [6], and for contactless cooling of the eye (Figure 3) [7] were engineered. 

Thermoelectric device for contact cooling of the eye consists of two main functional 
components: 1) a cooling liquid heat exchanger made of a highly thermally conductive material 
(copper); 2) a thermoelectric electronic cooling, control, and power unit based on a 
microprocessor temperature controller RE-202 (Thermoprylad, Ukraine). The thermoelectric 
cooling unit contains a thermoelectric Peltier module (TPM), liquid heat exchangers, and a 
circulation pump. The TPM is designed to cool or heat the liquid circulating in the external 
contour. The hot junction of this thermoelectric module is cooled by an internal liquid contour 
connected to the water supply network. The circulation pump ensures the circulation of the 
liquid coolant in the external contour. The technical characteristics of the thermoelectric device 
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are as follows: operating temperature range (+5 ÷ +40) °С; temperature maintenance accuracy 
± 0.2 ºС; resolution of measured and set temperature ± 0.1 ºС; temperature measurement 
uncertainty of ± 0.2 ºС. 

 
Fig. 2. Appearance of the device for contact cooling of the eye. Thermoelectric electronic cooling, control, and 

power unit with cooling liquid heat exchanger. 

Thermoelectric device for contactless cooling of the eye consists of: a cooling device based on 
thermoelectric cooling modules (TCM) and an electronic control and power supply unit. The 
cooling device is based on thermoelectric Peltier modules and is designed to cool two metal 
surfaces located close to the eye surface. Due to the exchange of radiant energy between these 
surfaces, the ocular surface is cooled. The TСМ hot junctions are cooled by an external liquid 
contour connected to the water supply network. Liquid heat exchangers (made of highly 
thermally conductive copper) with fittings for connecting to the water supply network are 
placed on the rear panel of the cooling device. The water consumption in cooling contours of 
the TСМ hot junctions minor, 2-3 l/min is enough at a water temperature of up to 20 °C. The 
characteristics of the thermoelectric device are as follows: operating temperature range 
(-25 ÷ +10) °С; temperature maintenance accuracy ± 1.0 ºС; temperature measurement 
uncertainty, no more than ± 1.0 ºС. 

 
Fig. 3. Appearance of the thermoelectric medical device for contactless cooling of the eyes. Electronic control 

and power supply unit with thermoelectric cooling module. 

4. Discussion 
A decrease in body temperature by only 1 °C can cause beneficial reactions in the human body. 
Mild hypothermia has a positive effect on the structural and functional state of nervous tissue 
under the conditions of ischemia [8]. Our study initially predicted the targeted OST needed to 
achieve a medically required retinal temperature reduction of 1–2 °C for therapeutic effects on 
retinal tissue. Computer modeling of ocular biothermal transfer showed that these conditions are 
reproducible without requiring extremely low temperatures for cooling. The possibility of 
controlled artificial cooling of the surface ocular structures in three different ways: by contact 
directly through the cornea of the open eye; by contact through the eyelids of the closed eye; 
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and also by cooling the open eye in a contactless way was confirmed. The most effective 
reduction in epibulbar temperature was predicted by direct contact heat transfer from the cornea 
of the open eye. Management of cooling parameters (temperature, exposure) potentially allows 
achieving the simulated target OST values to provide a therapeutic effect on retinal temperature 
without requiring extremely low temperatures for cooling. Other methods of cooling the eye in 
our study had a smaller effect on ocular temperature when using the same temperatures and 
duration of exposure, and these approaches do not appear to be effective enough to cool the 
retina, based on the modeling of ocular biothermal heat transfer. It was shown that the anterior 
segment of the eye can be cooled, avoiding direct contact of the cooling surface with the ocular 
surface (including a completely contactless one). 

Devices for both contact and contactless ocular cooling were developed. Testing the developed 
devices has shown their simplicity and reliability in operation. The device for contact ocular 
cooling has several technical advantages. It includes a highly efficient thermoelectric Peltier 
module and the capability to measure and maintain a specified temperature with an accuracy of 
± 0.2 °C in real time [6]. The technical advantages of the device for contactless ocular cooling 
include the safety of using the device due to the non-contact way of cooling the ocular surface 
and the ability to maintain the required temperature with the resolution of ± 1 °C [7]. 

5. Conclusions 
For the first time, a design was developed, and experimental samples of thermoelectric medical 
devices were engineered, which allow controlled artificial cooling of the eye in three different 
ways: by contact directly through the cornea of an open eye; by contact through the eyelids of 
a closed eye; and also by cooling the open eye contactlessly. A mathematical model for ocular 
bioheat transfer was developed to predict the target OST required to achieve potential 
therapeutic levels of retinal hypothermia without excessive eye cooling. The patterns of 
distribution of intraocular temperature and heat flows under conditions of local artificial cooling 
were determined. Our study showed that cooling the eye directly through the cornea has the 
potential to reduce the temperature of not only the anterior segment structures of the eye but 
also the retina to therapeutic levels, in contrast to other proposed cooling methods.  
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Abstract. This study examines the complexity of electrocardiographic (ECG) signals, focusing 
on their short-term predictability. Using predictability measures, 114 ECG recordings from 
both healthy individuals and cardiac patients are classified. Time s eries p rediction i s based 
on dynamical systems theory, with predictability assessed through the average magnitude and 
variability of prediction errors. The findings support the hypothesis that cardiovascular diseases 
may reduce the complexity of heart dynamics. The higher predictability of pathological ECGs 
compared to healthy ones, along with clustering results, suggests potential clinical applications, 
such as diagnosing extrasystoles or optimizing resynchronization therapy settings.

Keywords: ECG, Predictability, Cluster Analysis, Time Series Prediction

1. Introduction
Recording the heart’s electrical activity is crucial in cardiology. Heart dynamics are affected by
factors like respiration and external stimuli, leading to complex behavior with cyclical patterns
and variability in wave shapes and time intervals. State-space analysis shows that the heart’s
trajectory stays within a bounded region, often repeating similar patterns, much like some low-
dimensional yet complex nonlinear systems [1].

Several studies suggest that the complexity of heart activity declines with aging and disease
[2, 3], reflecting a weakened flexibility of the heart in adapting to sudden physiological stressors.
In [4], reduced heart rate variability soon after a life-threatening injury was associated with an
increased risk of mortality in trauma patients.

Complexity estimation approaches range from spectral analysis to entropy-based methods.
This study evaluates ECG complexity through short-term predictability using two prediction
methods within multidimensional state spaces. K-means clustering is then applied to differen-
tiate signals based on prediction errors and their variability. Results suggest that pathological
ECG signals have lower complexity, making them easier to predict than healthy ECG signals.

2. Subject and Methods
ECG recordings from 114 subjects were provided by the Institute of Measurement Science of
the Slovak Academy of Sciences [5]. The dataset included 17 healthy males (H0), 30 patients
with ventricular extrasystoles (P0), and 68 patients with heart failure (P1). P1 patients were
diagnosed with either left or right bundle branch block and were undergoing cardiac resynchro-
nization therapy (CRT) using pacemakers with various settings. Multiple ECG recordings were
available for each P1 patient, corresponding to different pacemaker configurations.

ECG signals were recorded using 128 electrodes (64 on the front and 64 on the back of
the torso, Fig. 1). When analyzing a single signal, we selected recordings from electrode 36,
positioned near the heart. The recordings lasted 300-400 seconds and were sampled at 1 kHz.
A bandpass FIR filter was applied during preprocessing using MatLab’s built-in filterDesigner
function, removing frequencies below 0.05 Hz (due to respiration) and above 45 Hz (caused by
electrical network noise). The filtered signals were then normalized to have a mean of 0 and a
standard deviation of 1. For further analysis, the signals were downsampled at various rates.
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Fig. 1: Setup and electrode labeling for torso ECG recordings.

We applied nonlinear prediction methods designed for short-term forecasting of complex,
potentially chaotic systems, where sensitivity to initial conditions limits long-term predictabil-
ity [6]. If the observed process follows multidimensional dynamics, these can largely be stud-
ied from a single measured observable [7]. The famous Takens’ theorem allows reconstructing
multi-dimensional state portraits through time-delay embedding [x(t),x(t−τ),x(t−2τ), . . . ,x(t−
(d−1)τ)], where x(t) is the time series, τ is the time delay, and d denotes the embedding dimen-
sion. Under general conditions, the reconstruction is diffeomorphic to the original state-space
portrait, preserving essential properties valuable for predicting the system’s future evolution.

The prediction itself starts by identifying nearby points in the trajectory’s history and ex-
trapolating from past behavior. In the simplest case, if X(t) is the last known point and X(i)
its closest past neighbor, the prediction is X̂(t +1) = X(i+1). Instead of this simple approach,
which involves only the closest neighbor, we averaged past successors of multiple near neigh-
bors, applying exponential weighting vi based on their distances from X(t).

The prediction (known as 0th order prediction) is then given by

X̂(t +1) =
∑

i∈K
viX(i+1)

∑
i∈K

vi
, where vi = e

− ∥X(t)−X(i)∥
min
j∈K

∥X(t)−X( j)∥
.

We also used a 1st-order method based on the trends of past successors from nearby points:

X̂(t +1) =
∑

i∈K
vi(X(t)+X(i+1)−X(i))

∑
i∈K

vi
.

To assess predictions, root mean squared error and mean absolute error (MAE) were used. With
both yielding the same qualitative conclusions [8], here we report results based on MAE alone.

The usefulness of the predictability metrics was further evaluated by applying a machine
learning method, specifically cluster analysis. We used kmeans function from MatLab, an itera-
tive, data-partitioning algorithm that assigns data points to one of k clusters defined by centroids.

3. Results and Discussion
Here, we consider cardiac dynamics as a potentially nonlinear dynamical system and assess
the predictability of its trajectories, reconstructed from a single ECG (36th electrode), using
time-delay embedding with parameters d and τ carefully selected based on prediction errors.

Fig. 2: A 3-dimensional time-delay reconstruction (τ = 10) of heart dynamics using 20000 points from a
healthy ECG (36th electrode) followed by a plot based on ECGs from the 36th, 17th, and 34th electrodes.
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Since we had multi-channel ECG measurements available, we also worked with reconstruc-
tions built from ECG signals from several different electrodes (see Fig. 2). Our selection strat-
egy followed a greedy, stepwise optimization approach. We first predicted 5 seconds of ECG at
the 36th electrode using the previous 50 seconds, then evaluated the remaining 127 electrodes
to identify the best one for improving nonlinear prediction in a 2-dimensional state-space (see
Fig. 3). The process of selecting additional electrodes was repeated until no significant improve-
ment was seen. Although computationally efficient, the greedy algorithm may not always find
the globally optimal set of electrodes. However, it performed well for our task, as it optimized
performance based on the actual contribution to prediction accuracy, consistently selecting five
electrodes regardless of signal density, prediction method, or error metric.

Fig. 3: Left: Color map reflecting the magnitude of average MAE errors (after adding the 2nd electrode)
for 0th-order prediction of healthy recordings from electrode 36 (marked with a black dot), with 10 Hz
sampling and using 10 nearest neighbours from 500 historical points to predict 50 points. The minimal
error (dark blue cell at position [1, 3]) results from including the 17th electrode in the prediction process.
Right: Placement of the final selection of electrodes used for prediction (36, 17, 34, 35, and 82), with the
color intensity indicating the order in which the electrodes were selected.

After thoroughly examining the predictability of ECG signals with different sampling den-
sities [8], we chose the following two measures for further analysis:

• predictability of a signal sampled at 100 Hz, predicted by the 1st-order method in a delay-
time embedding reconstructed with dimension d = 10 and time lag τ = 1

• predictability of a signal sampled at 10 Hz, predicted by the 0th-order method in a state
space defined by 5 signals (measured at positions 36, 17, 34, 35, and 82)

Fig. 4: Results of one-point predictions of ECG signals sampled at 10 Hz using five electrodes. Boxplots
of MAE errors for H0 and P0 subjects, followed by k-means clustering of all subjects into three clusters.

From the prediction errors obtained using these procedures we calculated the mean and
standard deviation (STD) for the ECG of each subject. We found that errors in pathological
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P0 ECG were lower and had less variability compared to prediction errors in healthy ECG
recordings. The prediction error boxplots alongside the clustering results are displayed in Fig. 4.

4. Conclusions
The findings support the growing evidence that cardiovascular diseases reduce heart activity
complexity.

This study validated predictability metrics for ECG classification, focusing on k-means for
its efficiency and importance as a benchmark of the clustering methods. However, future re-
search should additionally examine whether alternative machine learning methods can improve
classification performance.

Clustering results suggest ECG predictability could aid in clinical applications, such as
diagnosing patients with extrasystoles (P0). Further analysis of longer recordings may reveal
whether complexity measures can also help identify extrasystole precursors.

For P1 patients undergoing CRT, heart activity was slightly more predictable than in healthy
subjects [8]. However, to reliably differentiate the H0 and P1 groups, it seems necessary to
incorporate additional ECG metrics, such as heart rate and spectral characteristics. This could
ultimately enhance the adjustment of cardiac resynchronization therapy settings, making se-
lected metrics more consistent with those in healthy individuals.

It is also worth noting the result from Fig. 3, which highlights the selection of five electrodes
that are particularly effective in predicting cardiac dynamics, showing that they capture essential
information about the system under study. Thus, evaluating predictability could also contribute
to the ongoing discussion on the optimal number and placement of measurement electrodes -
an issue traditionally addressed via methods such as principal component analysis.
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Abstract: The indirect thermographic measurement of the temperature of a semiconductor 
element consists of two parts. The first part consists of performing a thermographic 
measurement of the temperature case. The second part consists of determining the relationship 
between the temperature case and the temperature of the semiconductor element. Such a 
measurement is the subject to the uncertainty. As a result of the carried out work, the 
uncertainty of the indirect thermographic measurement of the temperature of the semiconductor 
element was determined. 
Keywords: Uncertainty, Thermography, Semiconductor 

1. Introduction 
The temperature of the semiconductor element is an important piece of information. Its value 
determines the operating time of the semiconductor element and the values of its parameters. 
The shape of its characteristics and the way it works depend on the temperature of the 
semiconductor element. It consists of a case made of epoxy resin, inside which an encapsulated 
semiconductor chip called die has been placed. The die is placed on a base plate made of tinned 
copper. Leads are connected to the epoxy from the base plate and the die using bond wires. 
They are immersed in the epoxy resin. In the further part of the work, the temperature of the 
semiconductor element Tdie should be understood as the temperature of the die. 
The literature describes a method for performing an indirect thermographic measurement of the 
temperature of a semiconductor element. Such a measurement consists of two parts: performing 
a thermographic measurement of the temperature case Tc and determining the relationship 
between Tc and Tdie. This measurement is burdened with the uncertainty. 
The measurement uncertainty defines the range within which the actual value of the measured 
quantity is located. It defines how much the measured value may differ from the actual value. For 
this reason, information on the measurement uncertainty is important especially when the 
temperature of the semiconductor element is in the upper part of the range of permissible values. 
The uncertainty can be determined using the classical method in accordance with the document [1]. 
The uncertainty consists of type A uncertainty and type B uncertainty. The type A uncertainty 
can be determined based on the statistical analysis of the series of the observations. The type B 
uncertainty can be determined based on the experience of the person performing the 
measurement, the calibration certificates, the observations of the conditions prevailing during 
the measurement and available literature. In this work, the uncertainty of a single measurement 
is determined. For this reason, the determination of the type B uncertainty is limited. 
The literature describes the determination of the type B uncertainty of thermographic 
temperature measurement. The authors are aware of few works on the determination of the 
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uncertainty of the indirect thermographic measurement of the temperature of a semiconductor 
element. 

2. Subject and Methods 
The C2M0280120D transistor was selected for the research. It is characterized by a drain 
current of Id = 10 A and a Gate-Source Threshold Voltage Vgs th = 2.8 V [2]. First, a reliable 
value of the transistor case temperature Tc was determined. For this purpose, it was necessary 
to construct a measurement circuit. Its key element was the Flir E50 thermographic camera, 
operating in the far infrared band (LWIR – Long Wavelength Infrared). This camera uses a 
matrix of microbolometer detectors (uncooled microbolometer) with a spatial resolution of 180 
× 240 detectors. The IFOV (Instantaneous Field of View) parameter value is 1.82 mrad, which 
allows for the placement of nine fields of a single detector on the observed surface of the 
transistor case. In turn, the NEDT (Noise Equivalent Differential Temperature) value of 50 mK 
is sufficient for precise monitoring of temperature changes on the case. 
The camera was mounted on a tripod at a distance of d =33 mm. The camera with the tripod 
was placed in a special chamber made of Plexiglas. The chamber had dimensions of 40 cm × 
30 cm × 30 cm, and its interior was lined with polyurethane foam to eliminate reflections. The 
diagram of the described stand is shown in Fig. 1a. 
The second stage of the developed method included determining the relationship between 
temperatures Tc and Tdie. A three-dimensional model of the relay was created and the Finite 
Element Analysis (FEA) method was used. The SolidWorks software was used to perform the 
simulation. An example of the thermal simulation result for the created three-dimensional 
model is shown in Fig. 1b.  
a) 

 

b) 

 
Fig. 1. a) the diagram of the measurement circuit. A – the tripod, B – the stepper motor, C – the screw, E – the 

thermographic camera, b) simulation result of the C2M0280120D transistor made in SolidWorks. 

The materials that were assigned in the defined model and their thermal conductivity properties 
λ are shown in Table 1. 
Table 1.  Materials that are assigned in the defined model and their λ values 

Internal Structure Component Material k [W/m∙K] 
Black part of the case EME 590 0.25 
Back part of the case Copper 400 

Semiconductor element Silicon carbide 150 
Lead, Internal connections Copper 400 

Grease Melamine resin 0.20 
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The determination of the type B uncertainty requires the definition of the processing equation. 
It allows the calculation of the temperature Tdie from the thermographic measurement Tc 
according to the Eq. (1). 

𝑻𝑻𝒄𝒄 = �𝑾𝑾𝐭𝐭𝐭𝐭𝐭𝐭−𝑨𝑨−𝑩𝑩∙𝛔𝛔∙𝑻𝑻𝒍𝒍
𝟒𝟒

𝛆𝛆∙𝝉𝝉𝒂𝒂∙𝛔𝛔∙𝝉𝝉𝒍𝒍
+ 𝑻𝑻𝒖𝒖𝒖𝒖                                                 (1) 

where: 𝐴𝐴 = (1 − ε) ∙ 𝜏𝜏𝑎𝑎 ∙ σ ∙ Trefl4 ∙ 𝜏𝜏𝑙𝑙, 𝐵𝐵 = (1 − 𝜏𝜏𝑎𝑎) ∙ σ ∙ 𝑇𝑇𝑎𝑎4 ∙ 𝜏𝜏𝑙𝑙 + (1 − 𝜏𝜏𝑙𝑙), Wtot  – the total 
radiation energy reaching the lens of the thermographic camera, Ta – the ambient temperature, 
τa – the air transmittance, Tl – the thermographic camera lens temperature, Trefl– the reflected 
temperature, ε – the emissivity, τl – the lens transmittance, Tus – the unsharpness temperature. 
The temperature difference between the temperatures Tdie and Tc is described by the Eq. 2. 

∆𝑇𝑇= 𝑇𝑇die − 𝑇𝑇𝑐𝑐                                                        (2) 

To determine the uncertainty, taking into account the range of variability of the quantity xi from 
the Eq. 1, the Eq. 3 was used [3]. 

                                                       𝑢𝑢2(𝑥𝑥𝑖𝑖) = 1
12

(𝑎𝑎+ + 𝑎𝑎−)2                                                 (3) 
where: a+- the upper range limit a- – is the lower range limit. 
The uncertainty ut(y) associated with the analyzed input quantity xi was determined. Its value 
was equal to the standard uncertainty u(xi) of this quantity multiplied by the sensitivity 
coefficient c. This coefficient describes the influence of the changes in the estimate of the input 
quantity on the estimate of the output quantity. 
The standard uncertainty Tdie, denoted u(Tdie), was calculated as the square root of the sum of 
squares ut(y) for all values on the right-hand side of the Eq. 1. The Eq. 4 was used to calculate 
it [3]. 

u2(𝑇𝑇die) = ∑ 𝑢𝑢𝑡𝑡2(𝑦𝑦)𝑁𝑁
𝑡𝑡=1                                                     (4) 

The expanded uncertainty U(Tdie) given by the Eq. 5 was the standard combined uncertainty 
u(Tdie) multiplied by the coverage factor k. For k = 2, the probability that the measured value 
was within the specified range was 95% [3]. 

𝑈𝑈(𝑇𝑇𝑑𝑑𝑖𝑖𝑑𝑑) = 2 ∙ 𝑢𝑢(𝑇𝑇𝑑𝑑𝑖𝑖𝑑𝑑)                                                        (5) 

3. Results 
An example uncertainty budget for Tdie = 90 ℃ is presented in Table 2 
Table 2. The example uncertainty budget of an indirect thermographic measurement die for Tdie = 90 ℃. 

Symbol 
Xi Unit 

Estimate 
of Quantity 

xi 

Standard 
Uncertainty 

u(xi) 
Distribution of 

Probability 
Sensitivity 

Coefficient ci 
Contribution 

of Uncertainty 
ui(y) 

τa - 0.9987 0.0010 normal 0.4488 0.0004 
Wtot W/m2 0.1554 0.0066 rectangular 67.7701 0.4472 

ε - 0.97 0.0086 rectangular −7.6450 −0.0657 
Trefl °C 30 2.8868 rectangular 0.0119 0.0344 
τl m 0.95 0.0289 rectangular −10.3189 0.2982 
Ta °C 26.5 4.9000 rectangular −0.0151 −0.0740 
Tl °C 26.5 4.9000 rectangular −0.0151 −0.0740 
Tus °C 3.25 1.88 normal 1 1.63 
Tdie °C 90    3.25 

Analyzing the values given in Table 2, it can be seen that the largest share in the determined 
uncertainty given in the last column of the table is taken by Wtot, τl, and in particular τus. The 
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authors declare further work in this area aimed at reducing the values of these parameters, which 
will allow for reducing the final value of uncertainty. 
Table 3 lists the Type B uncertainty values for different temperatures Tdie ranging from 30 ℃ 
to 120 ℃. 
Table 3. The summary of Type B uncertainty values for different Tdie values in the range from 30 ℃ to 120 ℃. 

No. Tdie U(Tdie) 
[℃] [℃] 

1 30 1.62 
2 60 2.44 
3 90 3.25 
4 105 4.21 
5 120 5.17 

As it can be seen, the value of the type B uncertainty strongly depends on the value of the 
temperature Tdie. An increase in the temperature Tdie from 30 ℃ to 120 ℃ causes a more than 
3-fold increase in the type B uncertainty. 

4. Discussion and Conclusions 
The indirect thermographic measurement of the temperature of a semiconductor element is a 
subject to the uncertainty. As a result of the carried out work, the values of the type B 
uncertainty were determined, which take into account the number of the influencing quantities, 
which are presented in Table 2. The factor related to the blurriness of the Tus thermogram has a 
very significant influence on the value of the type B uncertainty. The issue of the influence of 
blur on the thermographic temperature measurement of an electronic component’s case is not 
widely described in the literature. It is described in the document [4]. 
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Abstract. Understanding dataset characterisation is fundamental to achieving accurate statis-
tical modelling, particularly in the context of Global Navigation Satellite System (GNSS) data 
analysis. GNSS data exhibit heavy-tailed and skewed distributions, prompting this study to eval-
uate non-Gaussian models (Cauchy, Student’s t, lognormal, skew-normal) in modelling GNSS 
data collected from a stationary receiver. This study uses maximum likelihood estimation for 
parameter estimation with a confidence interval. I t evaluates the model’s performance using 
log-likelihood analysis, the Akaike Information Criterion, the Bayesian Information Criterion, 
and the Root Mean Squared Error. The comparative assessment of these models highlights that 
lognormal and skew-normal outperform in capturing extreme deviations and provide a better fit 
than the normal distribution. These findings underscore the importance of selecting appropriate 
statistical models to enhance uncertainty quantification in GNSS-based measurements.

Keywords: Non-Gaussian, Maximum Likelihood Estimation, Goodness-of-Fit Test, GNSS, 
Confidence Interval

1. Introduction
Understanding dataset characterisation is crucial for accurate statistical modelling, especially
for asymmetric and heavy-tailed data samples. The Global Navigation Satellite System (GNSS)
latitude data was an example of such samples [1]. GNSS provides positioning data essential for
navigation, mapping, and research [2]. Classical models assume Gaussian-distributed position-
ing errors, but empirical studies show heavy-tailed and skewed characteristics [3].

To improve error modelling, researchers have proposed combining probability density func-
tions of individual error sources and applying nonclassical error theory for large datasets [4]. In
urban environments, outliers from multipath effects and non-line-of-sight (NLOS) receptions
further degrade GNSS accuracy. Raitoharju et al. [5] addressed this by introducing Kalman fil-
tering with empirical noise models to handle non-Gaussian errors. The study of Alzaatreh et
al. [6] introduces generalised Cauchy family, offering greater flexibility for heavy-tailed data
than Gaussian models. Sun-Yong Choi et al. [7] evaluated multiple distributions for stock index
returns using goodness-of-fit tests and information criteria.

Based on these findings, this study systematically evaluates the suitability of non-Gaussian
distributions, including Cauchy, Student’s t, lognormal, and skew-normal, for modelling GNSS
latitude datasets. The parameter estimation with a confidence interval (CI) was done using max-
imum likelihood estimation (MLE) and evaluates model fitting through log-likelihood (L ),
Akaike Information Criterion (AIC), Bayesian Information Criterion (BIC), and Root Mean
Squared Error (RMSE).

2. Materials and Methods
To collect GNSS data, an Lc76g GPS module was deployed in a fixed outdoor location and con-
nected to a Raspberry Pi for configuration, logging, and real-time monitoring. Over 72 hours,

MEASUREMENT 2025, Proceedings of the 15th International Conference, Smolenice, Slovakia

ISBN 978-80-69159-00-6 266

mailto:firstauthor@email.com


the module recorded 1 303 376 NMEA sentences, from which 162 922 $GPRMC sentences were
extracted for key positional and signal quality parameters. Python scripts filtered and structured
the data for analysis. The latitude data distribution was characterised and filtered to multiple
non-Gaussian models. Parameter estimation and uncertainty quantification were performed us-
ing MLE, with model performance evaluated via L , AIC, BIC, and RMSE.

3. Synthetic data distributions
The Cauchy distribution is a continuous probability distribution characterised by its location
parameter µ0 and scale parameter σ [8].

f (x; µ0,σ) =
1

πσ

[
1+

(
x−µ0

σ

)2
] (1)

Student’s t distribution models the mean of a normal population when the sample size is
small and the standard deviation is unknown [9]. Its general probability density function (PDF)
is,

f (x;ν ,µ0,σ) =
Γ
(

ν+1
2

)
√

νπ σ Γ
(

ν

2

) (1+
(x−µ0)

2

νσ2

)− ν+1
2

(2)

where ν is degree of freedom, and Γ denotes the gamma function, a continuous generalisation
of the factorial function for complex and real numbers, excluding negative integers.

A random variable X follows a lognormal distribution if its natural logarithm follows a
normal distribution [10].

f (x | µ0,σ ,α) =
1

(x−α)σ
√

2π
exp

(
− (ln(x−α)−µ0)

2

2σ2

)
, x > α (3)

where α is the shape, µ0 is the mean, and σ2 is the variance of Y = lnX .
The skew-normal distribution extends the normal distribution with a shape parameter (α)

to control skewness [7]. The PDF is:

f (x | µ0,σ ,α) =
2
σ

φ

(
x−µ0

σ

)
Φ

(
α

x−µ0

σ

)
(4)

To evaluate and compare different distribution models, we apply multiple goodness-of-fit
measures using empirical GNSS datasets. The study employs MLE to estimate distribution
parameters and compute 95% CIs for each fitted model. Model performance is assessed using
AIC and BIC, which penalise complexity (lower values indicate better fit), log-likelihood L
(higher values suggest better), and RMSE (measuring average prediction error).

4. Results and Discussion
Fig. 1 shows empirical latitude data with PDFs of various distributions fitted. The histogram
represents observed GNSS data, while the curves depict model fits. Lognormal and skew-normal
distributions align best, capturing skewness and heavy tails, consistent with Table 1. In contrast,
the Cauchy is overly broad, and Student’s t overestimates tails. The table summarises estimated
parameters, CIs, and compares goodness-of-fit metrics for GNSS error models. The location
parameter (µ = 50.2885) is consistent, while scale (σ) varies across distributions. Student’s t,
lognormal, and skew-normal include parameters (ν ,α) to capture heavy tails and skewness.
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Fig. 1: Selected distributions fitting.

The lognormal and skew-normal show the tighter CI when compared to Cauchy and Student’s
t. The skew-normal’s α = 5.22 indicates moderate skew, and the lognormal α = 0.27 reflects
slight asymmetry, aligning with the data’s non-Gaussian characteristics. The skew-normal and
lognormal models achieved the highest log-likelihoods ((1.19×106 and 1.18×106)) and lowest
AIC/BIC, confirming superior fit. Their 95% CIs were 15-20% narrower than Cauchy/Student’s
t, improving uncertainty precision. In contrast, Cauchy had a high RMSE, and Student’s t shows
lower L , reflecting poorer data alignment.

Table 1: Estimated parameters with confidence intervals and performance metrics for different models

Model Parameters CI L AIC BIC RMSE

µ σ ν α

∗ ×10−5 ×103 ∗ ×106 ×106 ×106

Cauchy 857 9.0 – – [749,965] 1.17 -2.33 -2.33 5.6 ·10−2

Student’s t 864 20 3.92 – [875,903] 1.16 -2.31 -2.31 2.8 ·10−4

Lognormal 798 64 – 0.27 [836,905] 1.18 -2.37 -2.37 2.7 ·10−4

Skew-normal 843 29 – 5.22 [839,908] 1.19 -2.37 -2.37 2.7 ·10−4

∗Note: Values presented in this column are the least significant digits of 50.28000.

The quantile-quantile (Q-Q) plots in Fig. 2 show that lognormal (c) and skew-normal (d)
distributions best fit the GNSS data, closely matching theoretical quantiles. Cauchy (a) exhibits
large tail deviations, and Student’s t (b) displays curvature, indicating suboptimal fits.

5. Conclusions
This study evaluated probability distributions for modelling skewed and heavy-tailed GNSS er-
ror data. Using MLE, it estimated parameters and CI to assess reliability. Goodness-of-fit met-
rics confirmed that skew-normal and lognormal distributions best captured skewness and heavy
tails, while Cauchy and Student’s t struggled with peak-tail balance. Lognormal and skew-
normal models demonstrated tighter CIs and better AIC/BIC scores. These findings underscore
the need for flexible, asymmetric distributions for enhancing GNSS accuracy in challenging
environments.

Acknowledgements
This research was funded by the Polish Ministry of Science and Higher Education, grant num-
bers 02/050/BKM-25/0042 (AF) and 02/050/BK-25/0047 (JW).

MEASUREMENT 2025, Proceedings of the 15th International Conference, Smolenice, Slovakia

ISBN 978-80-69159-00-6 268



(a) Cauchy. (b) Student’s t.

(c) Lognormal. (d) Skew-normal.

Fig. 2: Residual analysis of the selected distributions using Q-Q plot.
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2024. Łódź, Poland, p. 123.

[2] Madry, S. (2023). Global Navigation Satellite Systems and Their Applications. Springer,
2 edition.

[3] Kanhere, A. V., Gupta, S., Shetty, A., Gao, G. (2022). Improving GNSS positioning using
neural-network-based corrections. NAVIGATION 69(4).

[4] Dvulit, P., Savchuk, S., Sosonka, I. (2020). The processing of GNSS observation by non-
classical error theory of measurements. Geodynamics 28, 19–28.

[5] Raitoharju, M., Nurminen, H., Cilden-Guler, D., Särkkä, S. (2021). Kalman filtering with
empirical noise models. In: 2021 International Conference on Localization and GNSS
(ICL-GNSS). pp. 1–7.

[6] Alzaatreh, A., Lee, C., Famoye, F., Nadarajah, S. (2016). The generalized Cauchy family
of distributions with applications. Journal of Statistical Distributions and Applications
3(12).

[7] Sun-Yong Choi, J.-H. Y. (2020). Modeling stock index returns with parametric distribu-
tions. Mathematical Problems in Engineering 2020, 9763065.

[8] Jaber, A., Rashid, T., Rasheed, M., Mahmood, R. S., Maalej, O. (2024). Analysis of
Cauchy distribution and its applications. Journal of Positive Sciences 4(4).

[9] Ahsanullah, M., Kibria, B. G., Shakil, M. (2014). Normal and Student’s t distributions
and their applications, Vol. 4. Springer.

[10] Aslam, M. (2024). Generating imprecise data from log-normal distribution. Measurement:
Interdisciplinary Research and Perspectives pp. 1–9.

MEASUREMENT 2025, Proceedings of the 15th International Conference, Smolenice, Slovakia

ISBN 978-80-69159-00-6 269



 
Less Dithering for Higher Accuracy in Stochastic Harmonic Instruments 

Boris Antić, Marina Bulat 
University of Novi Sad, Faculty of Technical Sciences, Novi Sad, Serbia 

Email: antic@uns.ac.rs 

Abstract. This paper examines improvements in the design of stochastic harmonic instruments, 
which utilize dithering of input signals to enhance the precision of analog-to-digital conversion. 
Their original design employs a set of uncorrelated random dithering signals to ensure zero 
summing of their numerical integrals. Unfortunately, these random signals – some of which are 
embedded into the instrument’s memory – are also the main source of the inherent measurement 
inaccuracy in practical implementations. To address this issue, we explore two potential 
modifications aimed at improving accuracy while preserving the benefits of high precision: (1) 
restricting dithering to low-resolution cases, and (2) eliminating dithering of the second signal. 
The proposed modifications are analyzed theoretically and validated through simulations 
across a representative space of measurement signals. 
Keywords: Stochastic Resonance, Measurement Accuracy, Harmonics, ADC 

1. Introduction 
Dithering of a signal prior to analog-to-digital conversion (ADC) is a variant of the stochastic 
resonance method originally proposed in scientific literature in 1956 [1]. Today, dithering is 
employed across a wide range of measurement and signal processing applications. Depending 
on the statistical properties of the measured signal, the core principle of this technique is to 
introduce noise with a specific probability distribution to randomize quantization error, thereby 
significantly reducing measurement uncertainty. Dither is routinely used to improve signal-to-
noise ratio in voltage and current measurements [2], processing of audio and video data [3], as 
well as harmonic instruments in power quality measurements [4]. When applied to harmonic 
measurements, the dithering has to be performed multiple times, first on the input signal and 
then on each trigonometric basis representing a Fourier’s expansion coefficient [4]. The 
architecture of one of the 2n identical blocks is illustrated in Fig. 1. 

 
Fig. 1. Schematic block diagram of a single segment of the stochastic harmonic instrument for determining nth 

spectral component. 

In Fig. 1 signal x(t) represents the measured periodic quantity with period T and an unknown 
discrete amplitude spectrum composed of harmonics at frequencies that are integer multiples 
of its fundamental frequency f0 = 1/T. Resolutions of the ADC and the memory block are 
denoted with equivalent number of bits m1 and m2 respectfully. As demonstrated in [5], it is 
sufficient to consider m2 to be at least 2 bits higher than m1 to ensure measurement error is 

x(t)  

h1 

Flash 
ADC 

m1 bits 
1Ψ

m2 bits ≥ m1 + 2 

2Ψ

MEM: sin or cos of the nth 
harmonic 

Multiplier Accumulator μP 
: N 

ΨΨ
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independent of the ADC resolution and harmonic order and instead determined by the 
oversampling rate. The signal h1 is a dithering signal added to the input signal to increase 
resolution of the analogue-to-digital conversion. The values stored in the memory block are 
also dithered, meaning they are precomputed using the known basis function y(t) and a fictitious 
dithering signal h2. Values Ψ1 and Ψ2 can be accurately described by equations (1) and (2). 

 [ ]1 1( ) ( )Q x t h tΨ = +  (1) 

 [ ]2 2( ) ( )nQ y t h tΨ = + , (2) 

where Q represents the quantization function and yn takes the form of either sin(2πfnt) or 
cos(2πfnt). When the number of bits is sufficiently high, the effects of the quantization function 
become negligible. Consequently, the output of the block responsible for determining harmonic 
coefficient can be expressed by equation (3) 

 
( ) ( ) ( ) ( )

( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )
1 2 3
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1 2
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/2 /2 /2 /2

2 1 1 2
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T

x t y t dt x t h t dt y t h t dt h t h t dt
T T T T

−

− − − −

   Ψ = + + =      

= + + +

∫

∫ ∫ ∫ ∫
  

, (3) 

I1, I2 and I3 are equal to zero if the averages of h1 and h2 both zero and they are statistically 
independent. When a sufficiently large number of samples is used, the precision of the 
measurement can be reduced to an arbitrary small value, as demonstrated in [1], [2] and [4]. 
Considering current technological limitations, dithering signals h1 and h2 may not be fully 
integrated out of the equation (3), either due to various imperfections in electronic circuitry or 
due to the accumulation of the numerical error. In such case, a more general and accurate 
equation, given by (4), has to be used to describe the actual output Ψ̂ . 

 ( ) ( ) ( ) ( ) ( ) ( )1 2
1 1

1 1ˆ N N

n n
n n

Q x n h n Q y n h n Q x n y n
N N= =

     Ψ = + + = + ∆ = Ψ + ∆Ψ          ∑ ∑  (4) 

Integrals I1, I2 and I3 can assume nonzero values due to various factors, thereby introducing 
inaccuracy into the measurement process. This paper examines four possible improvements in 
instrument design aimed at mitigating the issue of measurement inaccuracy ∆Ψ denoted in (4), 
while preserving the measurement precision. 
The following hypotheses will be tested: 

1) For a sufficiently high m1, dithering no longer reduces measurement uncertainty and 
further only contributes to hardware and software complexity; and 

2) Dithering of the basis function stored in the memory block can be omitted (h2 = 0). 

2. Subject and Methods 
The complexity of the model necessitates simulations with a limited reliance on analytical 
calculations. The possible vast space of x(t) functions will be limited to only three possible 
signals of interest: pure sinewave, maximally distorted signal in power grid according to the 
European Norm for power quality EN50160 [6] and the rectangular periodic function. Without 
any loss in generality, all signals are scaled to the hypothetical range of the ADC of ±5 V and 
the same period T = 20 ms. Selected signals are illustrated in Fig. 2. 
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Fig. 2. Signals used in analysis for an ADC with m1 = 2 bits, and range ±5 V: a) sine wave; b) maximally 

allowed distorted and scaled down signal according to the EN50160; c) rectangular periodic signal 

Theoretical Considerations 
For testing the hypothesis 1, the offset voltage of the comparators and the presence of substrate 
noise generated by switching activities in digital blocks were modelled as 7.84 mV Gaussian 
white noise added to the signal prior to quantization [7].  

For hypothesis 2, theoretical analysis is already given with (3) and the follow up discussion on 
values of I1 and I3 in cases when h2 is present and eliminated.  
  
Simulations 
In simulations, the following parameters were varied: m1, m2 (with the constraint that 
m2 ≥ m1 + 2 bits), inclusion or exclusion of h2. All simulations were conducted in Excel. For all 
hypotheses up to 10.000 samples per period were considered.  

3. Results 
Hypothesis 1 

 
Fig. 3. Simulation results of the average relative measurement error for all three test signals in cases of 2-bit, 

4-bit, 8-bit and 10-bit flash ADCs.  

For hypothesis 1, some of the key results of simulations are summarized in Fig. 3. It is evident 
that for 8-bit flash ADCs, dithering provides results comparable to straightforward analogue-
to-digital conversion. At even higher resolutions, the benefit of dithering is lost due to the 
accumulation of numerical error surpassing the noise threshold. This conclusion was used to 
narrow down the simulation space for other hypotheses to cases where m1 ≤ 8.  
Hypothesis 2 

   
Fig. 4. Simulation results of the average fiducial error for the selected test signals as a function of the 

converter’s resolution.  
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Simulation results revealed that the dithering signal h2 provides little benefit to the measurement 
error, and that its contribution diminishes as the resolution of the used hardware increases. 
Fig. 4 illustrates values of the fiducial error - the error scaled with the range of the converter – 
for all three signals as function of ADC and memory resolutions varying from 2 to 8. The results 
suggest that the use of the dithering sequence h2 can be omitted without significantly impacting 
the instrument’s performance.  

4. Discussion and Conclusions 
For the low resolution of the ADC, the nonlinearity of the quantization function Q ensures that 
approximation (3) is actually not a good model for the operation of the stochastic harmonic 
instrument. On the other hand (4) provides a much better model. In that model, a separation of 
dithering sequences from their adding signals x(t) and yn(t) is not possible because Q is not 
interchangeable with the sum (integral). Therefore, dithering of the set of basis sin and cos 
functions can be performed, but it brings little or no benefit to the reduction of the measurement 
uncertainty. Omitting h2, particularly when it has to be realized in an analogue version 
significantly saves the resources and simplifies the instrument design.  
Through computer simulations conducted over a limited set of input ensembles, the hypotheses 
regarding potential improvements have been validated. The simulation results have validated 
hypotheses 1 and 2, which is further supported by theoretical explanations.  
Without loss of generality, the conclusions drawn in this study are applicable to any stochastic 
resonance method, irrespective of the field of application, the type, or the shape of the input 
signal. This research thus demonstrates the potential for improving the design of future 
stochastic harmonic instruments by reducing dithering, while achieving higher measurement 
accuracy. 
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Abstract. The article presents a digital twin simulation of a real antenna system (AS) inserted 
in complex terrain topology. The simulation of E-field distribution around the AS (450 meters 
in radius) illustrates the influence o f reflective te rrain - im ported wi th a po int cl oud LiDAR 
scan. As shown in this paper, ignoring these effects could lead to severe measurement errors. 
Further study of this digital twin simulation will help to avoid introduced measurement error in 
the proposed quadcopter radiation pattern measurement of large AS.

Keywords: Radiation Pattern Measurement, Antenna System, Digital Twin, Numerical 
Calculation

1. Introduction
Radiation pattern is one of the key parameters of any antenna. Radiation pattern measure-

ment is complicated to perform and usually needs to be done in the controlled environment of
an anechoic chamber. For relatively small antennas, there are standard procedures in place to
ensure reproducible measurement results. In the case of large antenna system (AS) radiation
pattern measurement, the standard measurement procedures are unclear and require a specially
modified helicopter with a trained crew [1]. An alternative to the helicopter measurement can
be a quadcopter measurement [2]. An example of a large AS can be seen in Fig. 1a. This AS is
mounted on a tall monopipe structure, housing many more telecommunication antenna systems.

(a) (b)
Fig. 1: (a) Example of a large antenna system (in green rectangle) mounted on the monotube (b) quad-
copter with the specialized measurement device „Pixla 1“.

A quadcopter with a specialized measurement device, as seen in Fig. 1b reduces the cost
and time of the radiation pattern measurement. It is also possible for a quadcopter to fly closer
to the AS, which in the case of the helicopter measurement is not possible due to its technical
restrictions. This advantage in measurement flexibility for an affordable price leads to new ways
of the antenna system diagnostics [3], which can again reduce the time and cost of the repairs
in case of AS failure.

This paper illustrates the problem of reflective surfaces in the case of radiation pattern mea-
surement in relatively close proximity to the measured AS. This analysis aims to supplement
the methodology for quadcopter radiation pattern measurement of large AS.
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2. Subject and Methods
The problem shown in this paper is focused on one specific antenna site. The digital twin

of the antenna system corresponds with the geometry, orientation, and radiation pattern of the
real antenna system. The presented results are for one site only, and it differs from other similar
antenna system sites. However, every site is unique, similar terrain topology can suggest similar
problems with the investigated surface reflections. The nearby vertical terrain gradient, but also
the height of the installed AS and other structures, are subject of influence [4] [5]. With sufficient
information about the AS (altitude, orientation, topology, etc.), the numerical calculation can be
performed for any AS, although the complexity and detail of such calculation depends on the
available computation power.

b) Digital twin of the antenna system and terrain
The antenna system is located ∼ 40 meters above the ground on a steel tower, housing mul-

tiple antenna systems for various telecommunication purposes (shown in Fig. 2a). The terrain
around the antenna mast has a complicated topology, including many different types of vegeta-
tion contributing as reflecting, diffracting, and absorptive surfaces. Simulation of a large-scale
environment with full details would (due to hardware requirements) be impossible. To mitigate
this problem, simplifications of the model in terms of terrain modeling, foliage removal, and AS
equivalent substitution were made. Detail of the simulation model zoomed on the AS location
and nearby terrain can be seen in Fig. 2b.

(a) (b)
Fig. 2: (a) View of the antenna system site to be modeled (AS is in green rectangle) (b) zoomed view of
imported terrain nearby the AS (AS is in green rectangle).

The terrain (partially seen in Fig. 2b) was prepared by importing a simplified point cloud
LiDAR scan. This method allows for high resolution and detailed terrain simulation. The terrain
model used in this paper has a radius of 450 meters with its center located at the AS. The radii
of the simulation model have been chosen based on the reasonable quadcopter measurement
range.

The digital twin of the AS (1x AS = 6x antenna elements) seen in Fig. 3a was also prepared,
and the radiation pattern for one antenna element was numerically computed. For simplification
of the numerical model, the AS is further represented by the Hertzian dipole equivalent source
(one for each antenna element), which has very similar radiation pattern characteristics but is
much less demanding for computation power [6].

A hybrid solver based on physical optics in FEKO was used, as a model of this extent would
be for a pure FEM or MoM solver again almost impossible to solve. A similar approach for IoT
mesh in an urban environment was explored in [7], but the used solver would not be suitable for
this application. With all these simplifications, it is now feasible to simulate electrical near-field
distribution around the antenna system to better understand the nature of problematic surface
reflections and its influence on the radiation pattern measurement.
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(a) (b) (c)
Fig. 3: (a) Digital twin of the antenna system (Illustrative) (b) Simple conductive surface below the
antenna system with a radius of 450 meters (c) CAD model of the terrain of the nearby antenna system
site (imported with point cloud LiDAR scan), also with a radius of 450 meters.

c) Simulation results
Even with the simplification, the simulation model has extensive boundaries and challeng-

ing complexity. The presented results are therefore in one plane only (at the height of the AS).
Figures 4a to Fig. 4c shows the simulation results, visualizing the electric field distortion due to
the various reflective surfaces. In Fig. 4a the electrical field distribution follows the exact radia-
tion pattern characteristics and its intensity is droping as expected at the rate of 1

r (for far-field).
With the conductive plane in Fig. 4b, the interference with the reflected EM wave forms local
maxima and minima (as expected) based on the AS altitude above the ground and distance of
the AS from the point of observation [8].

Fig. 4c clearly shows that the interference pattern is strongly influenced by the height dif-
ference of the terrain and creates interference "waves", "wrapping itself" around the hills. This
can cause problems in radiation pattern measurement due to the nature of the measurement
methodology itself. In the case of standard radiation pattern measurement, when the measure-
ment probe has measurement points distributed in a circle, the measurement path could cross
multiple of these interference "waves" and add measurement error in the orders up to 10 dB.

(a) (b) (c)
Fig. 4: E-field distribution in the horizontal plane around the AS with a radius of 450 meters at a constant
height: (a) without a reflective surface (simulation of the AS in a vacuum) (b) with a simple planar
conductive surface shown in Fig. 3b (c) with simplified real-world terrain (ideally conductive) shown in
Fig. 3c

3. Conclusions
The radiation pattern measurement with the use of a quadcopter is a promising fast and

cost-effective innovation, leading to new diagnostic methods for large AS. The methodology
for the UAV based measurement is not fully formed yet, but preliminary measurement results
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show a high degree of agreement between the expected radiation pattern (from the AS datasheet
and from simulation data) and the measured data [6].

In special cases (such as the antenna system in this paper), where the AS is located at low
altitude above the ground, or the terrain around the AS does not have the elevation advantage,
the radiation pattern measurement can be severely influenced and distorted.

Results from the performed simulation analysis shows, that these special cases can be iden-
tified before the measurement itself and the methodology can be adapted even for these large
antenna systems.

To confirm or detect such cases, it is possible to perform in-situ propagation flights, where
the interference "waves" (as seen in 4c) should be noticeable. Comparing and confirming the
simulation results with real measurement data is planned to be evaluated.
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Abstract. The influence of the limb electrodes' placement on the simulated standard ECG 
signals during premature ventricular contractions (PVC) using a patient-specific torso model 
was studied in this article. Simulated electrical activation in the ventricular model was started 
at the position of the initial ectopic activation in the area near the His bundle. The propagation 
of electrical activation in the ventricular model was modeled using bidomain reaction-diffusion 
(RD) equations with the ionic transmembrane current density defined by the modified 
FitzHugh-Nagumo equations. The torso was modeled as a homogeneous passive volume 
conductor. The RD equations were numerically solved in the Comsol Multiphysics environment. 
Simulated body surface potentials (BSPs) and corresponding ECG signals were compared with 
those measured in a real PVC patient. The shape of simulated ECG signals during the PVC 
varied with the changed positions of the limb electrodes on the torso model, resulting in 11% 
average change of QRS complex amplitudes and 9% average change of correlation coefficients 
between simulated and measured QRS complexes in ECG leads I, II, and III. 
Keywords: Bidomain Reaction-Diffusion Model, Ventricles Model, ECG Lead Placement, 
Premature Ventricular Contraction 

1. Introduction 
Electrical activation of the heart is manifested on the torso in body surface potentials (BSPs). 
The changes of the ventricular activation can be observed in the measured electrocardiographic 
(ECG) signals during the QRS complexes. Positions of electrodes for standard 12-lead ECG 
comprise places at 3 limbs and 6 anterior chest places [1-2].  
To model heart activity, the positions of limb electrodes are approximated by positions on the 
torso, near the right and left shoulder, and on the lower left part of the chest. Variations of limb 
leads placement on the torso may cause changes in the ECG signals [3]. 
In a healthy heart, the electrical activation of the ventricles starts from the atrioventricular node 
and propagates through the conduction system to the working ventricular myocardium [1]. In 
the case of premature ventricular contraction (PVC), the initial part of the conduction system is 
not involved, and the activation starts and propagates from some ectopic focus in the ventricles. 
In this study, the positions of limb electrodes on the torso were varied, and the resulting changes 
in simulated ECG signals during PVC were evaluated. 

2. Subject and Methods 
We simulated ventricular activation and corresponding ECG signals and BSP distribution 
during the PVC and compared them to data measured in a real patient. 
Measured data 
The data were recorded from a 17-year-old sportsman with frequent PVCs (patient P001 from 
the Bratislava dataset). The information about the PVC origin received from the measurements 
in the electrophysiological lab was that the initial ectopic activation starts in the interventricular 
septum near the His bundle. ECG signals from limb leads and BSP maps from 128 electrodes 
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on the chest were recorded. The geometry of the heart ventricles and torso, as well as the real 
positions of 128 ECG electrodes on the torso surface (shown in Fig. 1 as small black points), 
were obtained from a CT scan. 

 
Fig. 1. The frontal (left), left sagittal (middle), and transverse transparent view (right) of the torso model with 

the positions of 128 measuring electrodes (black points). The tested positions for RA and LA limb 
electrodes are highlighted as blue circles, and positions for the LF limb electrode are highlighted as blue 
triangles. Position of PVC42 is shown as a red square in the ventricular model (right). 

Model of the torso and heart ventricles 
The model of heart ventricles and the patient torso (Fig. 1) were described in details in [4]. The 
propagation of electrical activation in the ventricular model was simulated using bidomain 
partial differential reaction-diffusion (RD) equations with the ionic transmembrane current 
density defined by the modified FitzHugh-Nagumo equations [4,5]. For homogeneous model 
of the ventricles, the used value of the tissue conductivity was σ = 0.8 S/m representing overall 
conductivity of the myocardial tissue and conductive system. Torso was treated as a passive 
volume conductor with conductivity set to σ = 0.8 S/m. As the site of the PVC origin, we used 
the position PVC42 found in our earlier article [4] situated in the septum near base and giving 
the best correspondence between measured and simulated ECG signals. 
Positions of the limb electrodes 
Generally, electrode positions for the standard 12-lead ECG measurements are defined as six 
places on the anterior chest and 3 places on limbs: right arm (RA), left arm (LA) and left foot 
(LF) [2]. For limb electrodes placement on the torso, we tested 5 positions for the RA and LA 
electrodes near the right and left shoulder and 3 positions of the LF electrode situated on the 
lower left part of the chest (shown in Fig. 1 as blue points). We used these positions to analyze 
the influence of limb electrodes placement on the simulated ECG signals. 

3. Results 
The measured and simulated ECG potentials (leads I, II, III) during QRS complex are shown 
in Fig. 2. The measured limb lead potentials VIm, VIIm and VIIIm were computed from potentials 
VRAm, VLAm and VLFm measured from standard limb electrode positions at ankle and wrists: 

 𝑉𝑉𝐼𝐼𝐼𝐼 = 𝑉𝑉𝐿𝐿𝐿𝐿𝐼𝐼 − 𝑉𝑉𝑅𝑅𝐿𝐿𝐼𝐼 ;       𝑉𝑉𝐼𝐼𝐼𝐼𝐼𝐼 = 𝑉𝑉𝐿𝐿𝐿𝐿𝐼𝐼 − 𝑉𝑉𝑅𝑅𝐿𝐿𝐼𝐼 ;         𝑉𝑉𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼 = 𝑉𝑉𝐿𝐿𝐿𝐿𝑚𝑚 − 𝑉𝑉𝐿𝐿𝐿𝐿𝐼𝐼 . (1-3) 

Wilson central terminal (WCT) potential was computed according formula: 

 𝑊𝑊𝑊𝑊𝑊𝑊𝐼𝐼 =   (𝑉𝑉𝑅𝑅𝐿𝐿𝐼𝐼 + 𝑉𝑉𝐿𝐿𝐿𝐿𝐼𝐼 + 𝑉𝑉𝐿𝐿𝐿𝐿𝐼𝐼) 3⁄  .   (4) 
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The simulated limb lead potentials VIs, VIIs and VIIIs were computed from potentials VRAs, VLAs 
and VLFs taken from limb electrodes placed on the torso (shown in Fig. 1). Simulated limb lead 
potentials were computed for all 75 combinations (5x5x3) of RA, LA and LF electrode 
positions. 

 
Fig. 2. The simulated (dashed lines) and measured (solid line) ECG potentials for limb leads I, II, III during 

QRS complex. 

The beginning of the QRS complex was set at a time instant when RMS value from 128 BSPs 
crossed 1% threshold of the QRS peak value in both measured and simulated signals.  
The end of the QRS complex was set at a time instant when RMS value from 128 measured 
BSPs has dropped below 10% of the QRS peak value. The higher threshold for the end of QRS 
signal was set because of partial fusion of QRS with the T wave in case of prolonged QRS in 
ectopic signals. The end of the QRS complex in simulated signals was defined in the same time 
instant as in the measured one. 
The range and the mean values of R peak amplitudes (AIs, AIIs and AIIIs) in simulated limb leads 
were evaluated in Table 1. The change of limb electrodes position caused the change of the R 
peak amplitudes up to about ±14% in leads I and III, and up to ±5% in lead II. The average 
value of R peak amplitude changes for leads I, II, III was up to ±11%. 
Table 1. Range and mean values of selected parameters changes for all combinations of limb electrodes positions. 

Parameter Units Range Mean Range/Mean [%] Range/Mean [%]-100% 

AIs mV 0.888 ÷ 1.171 1.038 86 ÷ 113 -14÷ 13 

AIIs mV 1.664 ÷ 1.830 1.758 95 ÷ 104 -5 ÷ 4 

AIIIs mV 1.107 ÷ 1.436 1.294 86 ÷ 111 -14 ÷ 11 

CIs - 0.920 ÷1.000 0.981 94 ÷ 102 -6 ÷2 

CIIs - 0.999 ÷ 1.000 1.000 99.95 ÷ 100.01 -0.05 ÷ 0.01 

CIIIs - 0.979 ÷ 1.000 0.994 98.5 ÷ 100.6 -1.5 ÷ 0.6 

CIsm - 0.493 ÷  0.787 0.637 77 ÷ 124 -23 ÷ 24 

CIIsm - 0.911 ÷  0.921 0.917 99.4 ÷100.4 -0.6 ÷ 0.4 

CIIIsm - 0.918 ÷  0.959 0.940 98 ÷ 102 -2 ÷ 2 
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Correlation coefficients (CIs, CIIs and CIIIs) between simulated limb lead potentials during the 
QRS complex computed for all combinations of limb electrodes positions on the torso were 
near to 1, since the signal shape changed very little. Relative changes were up to ±6% in lead I, 
up to ±0.05% in lead II and up to ±1.5% in lead III. The average value of these changes of 
correlation coefficients for leads I, II, III was up to ±3%. 
Correlation coefficients (CIsm, CIIsm and CIIIsm) between simulated and measured limb lead 
potentials during the QRS complex (Table 1) varied up to ±24% for lead I, up to ±0.6% for lead 
II, and up to ±2% for lead III. Average change for leads I, II, III was up to ±9%. 
Relative change of correlation coefficients between WCT potentials simulated for all 75 
combinations of limb electrodes positions was only up to ±0.02%. It means, that WCT was 
negligibly affected by variations of limb electrodes positions. Therefore, also BSPs and 
precordial leads potentials were only negligibly affected by these variations. 

4. Conclusions 
The influence of the limb electrodes positions variations on simulated ECG signals was more 
pronounced in changed R peak amplitudes of the QRS complex in limb leads I, II and III 
(average change up to ±11%) than in changes of the correlation coefficients between simulated 
signals (average change up to ±3%).  
The correlation coefficients between simulated and measured limb leads potentials during the 
QRS complex were affected by the limb electrodes positions on the torso unequally for leads I, 
II and III. The highest effect was in limb lead I, where the R peak in simulated signal was shifted 
with respect to measured one and therefore the correlation coefficients CIsm varied up to ±24%. 
The average change of correlation coefficients for leads I, II, III was up to ±9%. 
Observed changes were caused by both positions changes of limb electrodes on the torso and 
model simplifications (e.g. isotropic heart muscle tissue and ventricular model without 
conduction system). In this model, the effects of changed placement of limb electrodes on the 
torso were not negligible but still smaller than effects of the model simplifications. 
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Abstract. This study investigates the influence of the ventricular blood pool (BP) on simulations 
of cardiac electrical activation using a patient-specific anatomical model and two 
computational approaches: the bidomain (BD) and pseudo-bidomain (P-BD) models. The 
simulations were performed for a 17-year-old patient with premature ventricular contractions 
(PVCs) originating near the His bundle. Both BD and P-BD models were tested with and 
without the inclusion of the BP. Local activation times (LAT) and body surface potentials (BSP) 
were analyzed to evaluate the effect of BP inclusion across different model configurations. The 
results showed that LAT was nearly identical across all four model configurations, with 
correlation coefficients above 0.99 and RMSE values below 1.39%. BSP, however, were more 
sensitive to both the choice of model and the inclusion of BP, particularly in signal amplitude, 
with maximum RMSE values reaching 8.194%. Despite these amplitude differences, the overall 
waveform morphology remained almost unchanged. These findings suggest that the BP has a 
negligible effect on LAT and signal morphology but can influence signal amplitude. Therefore, 
the computationally less demanding P-BD model without BP may be sufficient for simulating 
focal activation patterns. Further simulations involving more complex propagation patterns 
are needed to validate the general applicability of this approach. 
Keywords: Premature Ventricular Contractions (PVC), Bidomain Model, Pseudo-Bidomain 
Model, Cardiac Blood Pool (BP)  

1. Introduction 
Premature ventricular contractions (PVCs) are among the most common types of cardiac 
arrhythmias, often observed even in individuals without underlying structural heart disease [1]. 
Although typically benign, frequent PVCs can impair cardiac function or reduce quality of life, 
sometimes requiring clinical intervention. Treatment options include pharmacological therapy 
or catheter-based radiofrequency ablation (RFA). The success of RFA relies heavily on 
accurately understanding the propagation of ectopic activation and precisely localizing its 
source, as improper targeting can lead to suboptimal outcomes or recurrence. 
To address these challenges, computational modeling of cardiac electrophysiology has become 
an important tool for supporting both research and clinical decision-making [2, 3]. In-silico 
simulations are increasingly used to study the propagation of ectopic activation and improve 
the localization of ectopic foci, both of which are essential for the effectiveness of RFA. Patient-
specific models have shown promising results in reproducing ectopic activation patterns and 
supporting clinical decision-making. Despite significant advancements, certain aspects of torso 
modeling have received limited attention in computational studies. One example is the effect 
of heterogeneities such as the ventricular blood pool [4].  
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In this study, we developed a patient-specific anatomical model and used bidomain (BD) and 
pseudo-bidomain (P-BD) models to investigate the influence of the cardiac blood pool (BP) on 
the simulated cardiac electrical field. We focused on local activation times (LATs) and BSP, 
which reflect the heart’s electrical activation propagation.  

2. Subject and Methods 
For our study, we used data from a 17-year-old athlete (patient P001) from the Bratislava dataset 
who frequently exhibited PVCs. The patient underwent RFA. The PVC origin was identified in 
the upper part of the septum near the His bundle, and its location was subsequently confirmed 
by the successful outcome of the ablation procedure. 
Patient-Specific Anatomical Model of the Torso and Heart’s Ventricles 
We generated a patient-specific anatomical torso-heart model based on clinical CT data, 
incorporating anatomically realistic ventricles (Fig. 1A), the ventricular BP (Fig. 1B), and the 
torso (Fig. 1C). Images of the heart were manually segmented using the Tomocon software as 
explained in Švehlíková et al. [2]. 
Using the segmented surfaces, we generated computational volumetric tetrahedral meshes with 
an average edge length of 444 µm in the heart and 2076 µm in the torso. We used Cobiveco [4] 
to compute relative ventricular coordinates, which served to specify spatially varying 
electrophysiological parameters and tissue properties. We implemented myocardial fiber 
orientation within the ventricles using a Laplace–Dirichlet Rule-Based algorithm [5], with fiber 
angles rotated linearly from + 60° at the endocardium to − 60° at the epicardium. 

Fig. 1. A) Ventricular geometry without and B) with blood pool (BP) and C) torso-heart geometry. 

Simulation of  Ventricular Activation and Body Surface Potentials 
We simulated ventricular electrophysiology using the bidomain (BD) and pseudo-bidomain (P-
BD) models implemented in openCARP [6]. To describe the human ventricular myocyte 
electrophysiology, we used the model proposed by O’Hara et al. [7]. 
In our model implementation, we used a myocardial conduction velocity of 0.67 m/s. The tissue 
conductivity in the torso was defined as 0.4 S/m. The conductivity of the BP was set to 0.7 S/m. 
The initiation of electrical activation in our simulations was set at the anatomical location of 
the successful ablation site. 
Analysis of Simulation Results 
We computed the Pearson’s correlation coefficient (CC) between the LAT, as well as between 
the BSP computed by the BD and P-BD models, with and without BP. Additionally, we 
calculated the relative root mean square error (RMSE) referred to the maximal amplitude of all 
values for both the LAT and the BSP. In computations, we considered LAT values in all heart 
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model points and a total of 128 signals were extracted from the BPS on the torso surface, 
corresponding to electrode positions used in a real patient measurement. 

3. Results 
Table 1 presents the CC and RMSE values for LAT and BSP, comparing the effects of BP, 
model type, and their combinations across four configurations. For LAT, the CC values are 
consistently high (≥ 0.99) across all simulations, indicating minimal variability in activation 
propagation and LAT patterns. The RMSE values remain low throughout all comparisons, with 
a maximum of 1.39% and values close to 0, showing that LAT maps are almost identical across 
the four models. In contrast, BSP show slightly more variability. All pairwise comparisons still 
exhibit high CC values (0.994 – 0.998), indicating similarity between BSP distributions. 
However, relative RMSE vary more noticeably, with the highest value of 8.194% observed 
between BD without BP and P-BD with BP, and the lowest value 0.686%, between P-BD 
without BP and P-BD with BP. 

 

Table 1 CC and relative RMS differences between simulated LAT and BSP computed by BD and P-BD models 
with and without BP 

Effect of Compared combinations of BD and 
P-BD models with and without BP 

LAT BSP 
CC RMSE [%] CC RMSE [%] 

Blood 
pool 

(BD + BP)      vs  (BD − BP) 1.000 0.102 0.998 1.281 

(P-BD + BP)  vs  (P-BD − BP) 1.000 0.000 0.997 0.686 

Model (BD + BP)      vs  (P-BD + BP) 0.999 1.390 0.997 7.386 

(BD − BP)      vs  (P-BD − BP) 0.999 1.298 0.997 7.731 

Combined (BD + BP)      vs  (P-BD − BP) 0.999 1.390 0.995 6.994 

(BD − BP)      vs  (P-BD + BP) 0.999 1.298 0.994 8.194 

Fig. 2. BSP maps on the anterior chest at 90 ms computed by BD and P-BD models with and without BP. 

Fig. 2 depicts an anterior view of the torso with the BSP map at 90 ms for the four model 
configurations. All maps exhibit a typical dipolar pattern, characterized by a region of negative 
potential in the upper half of the torso and a region of positive potential in the lower half of the 
torso.   
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4. Discussion and Conclusions 
In this study, we compared four ventricular models using the BD and P-BD approaches, with 
and without inclusion of the BP. Our findings show that LAT remains consistent across all 
simulations, with correlation coefficients close to 1.0 and a maximum RMSE of only 1.39%. 
This suggests that the BP and model selection have no notable effect on LAT patterns and a 
negligible impact on their values. In contrast, BSP was sensitive to both the inclusion of the BP 
and even more to the model selection (BD vs. P-BD). The highest RMSE of 8.194% was 
observed between BD without BP and P-BD with BP, while the lowest (0.686%) occurred 
between the two P-BD models. These findings are in agreement with those of Zappone et al., 
who reported that excluding the BP leads to changes in amplitudes of the 12-lead ECG, with an 
RMSE of ~37% for the QRS complex, while the overall waveform morphology remained nearly 
unaffected [4]. Our results support the idea that not only the presence of the BP, but also the 
choice of the ventricular model itself, has a significant impact on signal amplitude.  
A limitation of this study was that the propagation was initiated only from one site in the septum 
near the base of the right ventricle. While the findings provide valuable insight into the 
characteristics of LAT and BSP for such focal activity, further investigations are necessary to 
determine whether similar trends hold true for different propagation patterns in the ventricles. 
More complex propagation patterns need to be simulated to verify sufficient performance of 
the P-BD model and assess the impact of the BP on LAT and BSP. 
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Abstract. Veno-venous extracorporeal membrane oxygenation (VV-ECMO) is a life-saving ther-
apy used for patients with respiratory failure; however, its effectiveness may be compromised by
high recirculation rates. Recirculation occurs when oxygenated blood from the returning can-
nula is drawn back into the ECMO circuit by the drainage cannula. In this study, we compared
the recirculation rates between a returning cannula with 2 and 12 side holes for ECMO flow of
4 L/min using computational modeling of blood flow and oxygen diffusion. Simulations were
computed using a patient-specific model of the right atrium, superior and inferior vena cava
derived from the CT scan. For both cannulas, the recirculation rate was 12% and oxygen sat-
uration was 86%, suggesting negligible influence of side holes on VV-ECMO efficacy. Further
studies are needed to assess whether different designs could improve VV-ECMO performance.
The pipeline used here can be used to evaluate and optimize such designs.

Keywords: Veno-Venous Extracorporeal Membrane Oxygenation, Computational Fluid Dy-
namics, Navier-Stokes equations, Oxygen Diffusion

1. Introduction
Veno-venous extracorporeal membrane oxygenation (VV-ECMO) is used as a respiratory sup-
port system for patients with severe lung failure and was widely used during the COVID-19
pandemic. Oxygenation and carbon dioxide removal of blood is done externally, reducing lung
workload and allowing the lungs to rest. The standard femoral-jugular configuration drains
deoxygenated blood from the inferior vena cava (IVC) and returns oxygenated blood to the
superior vena cava (SVC). A significant disadvantage of this configuration is that the drainage
cannula is positioned in line with the returning cannula and thus the drainage cannula may
unintentionally withdraw oxygenated blood from the return flow, reducing oxygen delivery ef-
ficiency. This phenomenon, known as recirculation, can be influenced by factors such as cannula
configuration, positioning, size, shape, and ECMO flow [1]. Recirculation rates in VV-ECMO
vary among patients, with a median of 14-16% and occasional outliers reaching up to 58% [2].

Computational modelling can provide valuable insights into the complex hemodynamics
of the circuit, helping to optimize the settings to improve VV-ECMO efficiency. A computa-
tional study by Leoni et al. [3] demonstrated that ECMO blood flow has a greater impact on
VV-ECMO efficacy than cannula positioning. Furthermore, modelling revealed a relationship
between cardiac output and ECMO flow, with their ratio significantly influencing the recircu-
lation rate as shown in Parker et al. [4]. Study by Wickramarachchi et al. [5] showed that the
design of drainage cannulas affects flow dynamics. Such results also suggest that design modi-
fications of the returning cannula could improve VV-ECMO performance.

In our study, we focus on returning cannulas and we examine the recirculation levels in two
different models, which are loosely based on existing market designs and primarily differ in
the number of side holes. The objective is to evaluate whether the presence of side holes helps
reduce recirculation.
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2. Subject and Methods
The geometric model, including the right atrium (RA), tricuspid valve (TV), SVC, and IVC,
was reconstructed from a CT scan of a male patient from Kepler Klinikum, Linz, Austria. The
distance between the returning and drainage cannula tips was set to 10 cm, reflecting common
clinical practice. The drainage cannula was inspired by the Maquet BE-PVL 2155 cannula with
a diameter of 21 Fr. The main difference between the returning cannulas is the number and
arrangement of side holes, as shown in Fig. 1, panel A. Model A has two side holes, based
on the Maquet BE-PAL 1923 cannula and model B has 12 side holes arranged in 3 rows of 4
inspired by the Bio-Medicus Flex cannula. While our designs were loosely inspired by existing
commercially available models, we made specific modifications, such as adding more holes
to model B, to better understand their impact on blood flow. Both returning cannulas have a
diameter of 19 Fr.

Mathematical Model: Blood flow was modelled using the incompressible Navier-Stokes
equations, while oxygen diffusion was governed by an advection-diffusion equation. Appropri-
ate boundary conditions were applied to ensure physiological flow dynamics. A no-slip con-
dition was imposed on all solid walls. A steady parabolic velocity profile with zero velocity
in the initialization phase was assigned to the inlet of the returning and outlet of the drainage
cannula. A time-dependent pressure boundary condition was set for the venae cavae inlets to
prevent backflow. The TV was modelled as a dynamic boundary, switching between a closed
state with zero velocity and an open state regulated by a time-dependent pressure drop based
on the Wiggers diagram. Oxygen is assumed to be at full saturation at the inlet of the returning
cannula and venous saturation in all the other inlets. No flux of oxygen is assumed through the
walls. The detailed model is presented in Leoni et al. [3].

Simulation parameters: Simulation parameters were derived from the study [6], with the
ECMO flow set to 4 L/min, heart rate to 76 bpm, and a targeted cardiac output of 6.5 L/min.
Simulations with the finite element method were performed for both geometrical models using
a custom-built FEniCSx code on the HPC cluster Radon1 at RICAM, Linz, running for 60
seconds and recording data for the final 30 seconds.

VV-ECMO Efficacy: Efficacy is measured in terms of saturation at the TV and recircula-
tion. The latter denotes the average oxygen flux over time through the draining cannula outlet,
normalized by the ECMO flow rate. More about the data and methods can be found in [3].

3. Results
The blood flow from the returning cannula is shown in different phases of the right ventric-
ular (RV) diastole in Fig. 1, panel B, for both designs. One can observe the varying amount
of blood coming through the cannula holes during individual phases. For better illustrations,
please refer to the videos available via https://www.youtube.com/watch?v=v6HF9UFjT98&ab_
channel=LinzLabforIn-SilicoMedicalInterventions. Panel C illustrates the pressure exerted on
the walls, with an arrow indicating the highest pressure observed. Panel D shows the oxygen
levels in the RA with corresponding saturation levels. Panels C and D are depicted for the phase
when the TV is closed.

4. Discussion
The effectiveness of VV-ECMO is reduced in some patients due to high recirculation rates. In
this study, we used computational modeling to analyze how side holes in the returning cannula
affect recirculation and saturation.
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Fig. 1: A) Geometrical model derived from CT scan and both cannula designs. B) Blood flow from the
returning cannula during different phases of ventricular diastole, with the TV color indicating whether it
is open or closed. C) Pressure exerted on the walls. D) Oxygen content in the RA. Panels A and B show
the anterior view, while Panels C and D display the posterior view when the TV is closed.

Our findings indicate that the presence of side holes does not improve VV-ECMO efficacy,
as shown in Fig. 1, panel B, with recirculation of nearly 12% for both designs, thus in the range
of values reported in [2]. Most of the returning blood is ejected from the distal tip rather than
through the side holes, and the side holes are not effective in redirecting the blood flow. The
amount of blood flowing through the TV and the side holes is influenced by cyclical pressure
changes. Turbulence around the side holes is noticeable when the pressure difference between
the RA and RV decreases, such as during late ventricular diastole or when the TV is closed. This
turbulence should be further investigated, as it may contribute to clot formation or hemolysis.

Interestingly, a slight change in the orientation of blood flow is observed at the level of the
cavoatrial junction, highlighting the importance of considering cannula positioning on a patient-
specific basis. Additionaly, the highest pressure on the vessel walls was observed at this junction
rather than at the side holes, as shown in panel C. However, the vein’s compliance should help
manage such localized ECMO flow pressure. The pressure on the walls may vary depending on
the position of the returning cannula and the diameter of the SVC. In this study, the cannula
was inserted along the vein centerline, which may not accurately reflect clinical practice. If the
cannula tip would be closer to the SVC walls, higher pressure may be exerted on the SVC walls.
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The saturation observed in the RA was approximately 86% and the presence of side holes
did not contribute to an improvement in saturation, as seen in panel D. The highest oxygen
levels are observed along the path of fully oxygenated flow from the returning cannula. Several
factors could contribute to a lower saturation rate, including recirculation, cannula positioning,
or the ratio of ECMO flow to cardiac output. In the latter case, the venous blood may dilute the
oxygenated blood returning from the cannula, reducing the overall oxygen content. Increasing
the flow rate, as observed in the study by Leoni et al. [3], may enhance the overall saturation
levels. Nevertheless, studies have shown that a higher ECMO flow to cardiac output ratio leads
to increased recirculation [4].

Our study has several limitations, such as using a single patient, one VV-ECMO setting, and
fixed cannula positions. We also didn’t account for vein compliance and simplified blood flow
by assuming it to be Newtonian. Despite these limitations, the study demonstrates that patient-
specific VV-ECMO modeling can offer valuable insights into blood flow dynamics and can be
used to evaluate existing cannulas or computationally test new designs.

5. Conclusion
This study examined the effect of additional side holes in the returning cannula on recircula-
tion rates in VV-ECMO. The results indicate that the presence of these holes does not lead to
a reduction in recirculation nor increase in saturation. Future investigations should focus on
alternative cannula designs to optimize blood flow dynamics and increase effectiveness.
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Abstract. Premature ventricular contractions (PVCs) were simulated for ten patients’ specific 
heart-torso models to estimate the position of the PVC origin. 
The simulations were calculated for several hundred starting points (SPs) defined in the 
ventricular volume. Standard 12-lead ECG and body surface potential map were calculated for 
each starting point. The simulated and measured signals were evaluated by Pearson’s 
correlation coefficient (PCC). The distance between the starting point of the simulation with 
the best PCC and the true PVC origin was computed as a localization error (LE). The influence 
of the starting points’ density and the number of compared signals on the LE was studied for 
homogeneous and inhomogeneous torso models. 
The original number of starting points (103-306) was increased by 300-352. The mean LE for 
12-lead ECG evaluated from the original and increased number of SP did not change 
significantly, and was 27.8±11.7 vs. 28.6±10.0 mm for homogeneous torso and 28.6±9.8 vs. 
31.5±12.5 mm for inhomogeneous torso. Similar results were obtained for 128-lead ECG, 
where the mean LE for the original and increased number of SP was 23.7±9.3 vs. 24.8±11.0 
mm for the homogeneous torso and 31.3±12.5 vs. 30.0±10.4 mm for the inhomogeneous torso. 
The increased number of starting points did not affect the LE. The comparison of 128 leads 
instead of 12 improved the mean LE by 4 mm for the homogeneous torso model. 
Keywords: PVC Simulations, Patient-Specific Heart-Torso Model, Localization Error 

1. Introduction 
The preoperational estimation of the origin of premature ventricular contraction (PVC) can be 
very useful for the success and shortening of the medical intervention. Besides solving this aim 
by the inverse solution, which is ill-posed, there is also an attempt to find the PVC origin by 
computing the forward problem using the patient-specific model [1] [2]. Recently, we presented 
such an approach using the model of activation propagation based on the cellular automaton 
principle [3]. 
In this study, two limitations from the previous study are addressed: the density of the starting 
points of activation was increased, and also the number of compared measured and simulated 
signals was increased from 12 to 128. 

2. Subject and Methods 
Measured Data 
Multiple leads body surface ECG mapping was performed on ten patients with PVC assigned 
for radiofrequency ablation procedure (RFA). Right after the measurement, the patient’s torso 
was scanned by CT with the electrodes in their measuring positions. The measurements were 
conducted for 5 to 20 minutes, depending on the number of captured PVC beats. The resulting 
single PVC beat was computed by averaging the captured beats. 
Heart and Torso Model 
The heart and torso models were segmented from each patient's CT scan. The lung lobes and  
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heart cavities were also assumed to be the basis of the inhomogeneous torso model. The 
ventricular muscle was modeled by a cubic grid with a distance of 1 mm between the points. 
Each grid element represented a bulk of ventricular cells with a predefined action potential (AP) 
amplitude and duration. The AP propagation from cell to cell was simulated using the Huygens 
principle. The velocity of propagation was the same in the whole ventricular volume. 

Simulations and Evaluation 
In [3], the starting points mimicking the PVC origin were distributed in the whole ventricular 
volume. They were defined as a 10 mm grid inside the volume. In this study, we also added 
points on the endo-epicardial ventricular surface from the sparse triangulation using about 300 
points. For each starting point position, the ventricular depolarization simulation was 
performed, and a multiple dipole equivalent heart generator was computed for each step of the 
simulation. Then, the potential on the torso model was calculated by the boundary element 
method. 
The simulated ECG signals corresponding to the electrodes’ position were derived, and the 
signal amplitude and the time scale were adjusted to the signals measured in the QRS complex 
time interval. Finally, Pearson’s correlation coefficient (PCC) was computed between 
corresponding measured and simulated signals and averaged over all considered leads. The 
simulation with the best PCC was found, and the position of its starting point was compared 
with the position of the true PVC origin assigned by the physician during RFA. The distance 
between these points was defined as the simulation's localization error (LE). 
Two approaches to improve the LE were investigated:  

• the increased number of starting points for simulations  
• the increased number of signals (standard 12 leads vs. 128 from mapping) used in the 

simulation evaluation  

 
Fig. 1. Left: The example of the increased density of the SP used for PVC simulations. Right: The patient-

specific heart-torso model. Green dots show the positions of the electrodes used for the standard 12-lead 
ECG computing, and blue dots are the positions of the 64 anterior out of all 128 electrodes used for body 
surface potential mapping. 

3. Results 
Table 1 summarizes the properties of the measured subjects and their signals: the number of 
captured PVC beats used to compute representative signals for each patient, and the number of 
starting points defined inside the ventricular volume and on its surface. 
Table 1. Parameters of the patients and measured data  

 P001 P002 P004 P008 P010 P020 P021 P023 P029 P036 
sex M M F M M M M M F M 
age 17 63 72 46 59 37 33 38 64 61 
#PVC 62 9 210 267 203 34 110 305 366 616 
#SP inside vol 230 250 211 245 306 260 252 289 103 175 
#SP surf 352 328 312 326 326 319 320 303 299 300 
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The simulations of AP propagation were conducted for each patient and each SP in the 
ventricles. The corresponding ECG signals were computed assuming the torso was either a 
homogeneous or an inhomogeneous volume conductor. The lung lobes and heart cavities were 
assumed as piece-wise inhomogeneities, with the conductivity four times lower or three times 
higher than the mean conductivity of the torso, respectively. 
The ECG signals were computed for 128 positions of the electrodes on the torso and three 
electrodes for limb leads assigned as R, L, and F. 
The impact of the increased number of starting points on the localization of the starting point 
with the best correlation with the measured standard 12 signals or 128 signals, respectively, is 
depicted in Figure 1. 

 
Fig. 2. LE of the PVC origin estimation for ten patients derived from forward simulations starting inside the 

ventricular volume (SP inside) and from all starting points (SP all), assuming homogeneous (homTor) 
and inhomogeneous (inhTor) torso models. 

The dependence of the LE on the number of evaluated and correlated signals is illustrated in 
Figure 2. The best PCC values for all patients are summarized in Table 2. 

 
Fig. 3. LE for each patient, derived from forward simulations by the best correlation in 12 and 128 leads, 

assuming a homogeneous (homTor) and an inhomogeneous (inhTor) torso model. 

4. Discussion and Conclusions 
To find the most similar simulated ECG signals during a PVC, several hundred simulations 
were performed in ten patient-specific heart-torso models, assuming a homogeneous or 
inhomogeneous torso model. The similarity between the measured and simulated signals was 
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evaluated by PCC. The starting point leading to the best PCC was considered a probable 
position of the PVC origin, and its distance to the true origin was rated as a LE. 
Table 2. Mean and median value of the best Pearson correlation coefficient from simulations for starting points in 

each patient’s model. 

PCC SP inside 12lds SP all 12lds SP inside 128lds SP all 128lds 
  homTor inhTor homTor inhTor homTor inhTor homTor inhTor 
mean 0.81±0.1 0.80±0.1 0.83±0.1 0.81±0.1 0.66±0.1 0.63±0.1 0.67±0.1 0.65±0.1 
median 0.83 0.82 0.86 0.84 0.65 0.61 0.65 0.61 

 
Figure 1 shows that defining approximately 300 additional SPs in each heart model did not 
improve the LE. It is visible from Table 2 that the PCC slightly increases, but the position of 
the new SPs is close to that of the previous ones. 
Regarding the influence of the number of compared signals in Figure 2, the higher number of 
the evaluated signals improved the LE in five out of ten patients for the homogeneous torso 
model and three patients for the inhomogeneous torso model. On the other hand, it led to a 
deterioration of the LE in four patients and three patients for homogeneous and inhomogeneous 
models, respectively. 
The heart model and similarity evaluation method have several limitations and simplifications 
that can be addressed in the future. In the heart model, different properties of the ventricular 
tissue can be implemented, such as fast conduction velocity in the endocardial layer of the 
ventricles and anisotropic activation propagation considering the fibers' direction in the 
ventricular muscle. Also, no local structural changes (ischemia) were considered. Regarding 
the simulated signals evaluation, in addition to the criterion of maximum PCC, other parameters 
can be assumed, such as the L1 norm of the difference between the signals or the range of PCC 
and L1 norm values in all considered signals, which should be minimized. The most suitable 
time interval for comparing the simulated and measured signals within the QRS complex can 
also be studied. 
Despite the above-mentioned limitations, using the forward simulations in a patient-specific 
heart model, we obtained a similar LE as by an inverse solution [4]. 
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Abstract. The temperature of an electromechanical relay is related to the value of the contact 
resistance. The value of the contact resistance depends, among other things, on the degree of 
wear and oxidation of the contacts. Too high temperature of the relay contacts leads to their 
further degradation and an increase in the contact resistance. For this reason, monitoring this 
value is important. In this paper, monitoring of the contact temperature of an electromechanical 
relay using indirect thermographic temperature measurement is proposed.This approach 
consists of two parts: the first part is based on a thermographic measurement of the relay case, 
and the second part estimates the contact temperature based on the relationship between the 
case temperature (measured by a thermal camera) and the contact temperature. The Finite 
Element Method (FEM) was used in the second part. The results obtained using this method 
were validated through comparison with experimental measurements acquired by an 
alternative method. 
Keywords: Electromechanical Relay, Finite Element Method, Indirect Thermographic 
Measurement, Thermography, 

1. Introduction 
An electromechanical relay is a device that allows the control of an electric circuit 

(usually with a high amplitude signal) using a low amplitude control signal. It provides galvanic 
separation between these circuits. An electromechanical relay consists of a coil, contacts and a 
case. The simple design of the device and its low price mean that they are widely used in many 
industries and in railway control systems [1]. 

The literature describes two methods of conducting diagnostic tests of 
electromechanical relays: the electrical measurements (the direct tests) and measuring their 
indirect performance characteristics, in particular of the surface temperature (the indirect tests). 
The temperature of the contacts of an electromechanical relay is an important element - it affects 
its reliability, durability and correct operation. 

According to the Joule–Lenz law [2], the relay contact temperature depends on the 
current flowing through the contact and the value of the contact resistance. In turn, the value of 
the contact resistance changes over time due to their wear and oxidation and depends on the 
contact material, the total contact surface, and the contact force. As a result, the contact 
temperature increases even more. The relay contact temperature can also increase due to the 
formation of the electric arcs [3], which cause the contact surface to heat up and gradually 
reduce its surface area. 

Too high contact temperature can lead to the increased voltage drop on the relay contacts 
and the increased power losses generated in its current path. Additionally, it can cause improper 
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operation of the device. For this reason, monitoring the relay contact temperature is an 
important issue. Relay contacts are small and are located inside the case. For this reason, 
measuring their temperature is difficult. 

Using the contact method to measure relay contacts is difficult. Due to their small size, 
applying a temperature sensor to the relay contact requires practice. The transition resistance 
between the relay contact and the temperature sensor is unknown. Additionally, using the 
contact method requires removing the case, which makes it impractical. 

These problems can be avoided by using thermography. This non-contact method is 
based on detecting the infrared radiation emitted by the observed surface. The literature 
describes the use of thermography to examine relays, where histograms obtained during the 
experiments were compared [4]. However, the authors are not aware of any studies examining 
the relationship between relay contact temperature and the thermographic measurement of the 
relay case temperature. Nor are the authors aware of any research on indirect thermographic 
measurement of relay contact temperature. For this reason, it was decided to undertake a study 
addressing this issue. 

2. Subject and Methods 
The indirect thermographic measurement of relay contacts consists of two parts: 

thermographic measurement of the relay case temperature Tp and determination of the 
relationship between the contact temperature TC and the measured Tp. The Relpol RM85-2011-
35-1012 relay was selected for the research. It is characterized by a coil voltage Vc = 12 V and 
a contact current rating of 16 A [5].   

To obtain a reliable thermographic measurement of Tp, a dedicated measuring system 
had to be constructed. Its main part was the Flir E50 thermographic camera operating in the 
LWIR (Long Wavelength Infrared) band. It is characterized by a matrix of uncooled 
microbolometer detectors with a spatial frequency equal to 180 x 240 detectors. The IFOV 
(Instantaneous Field of View) value is 1.82 mrad. This is enough to place nine fields of a single 
detector on the relay case. The NEDT (Noise Equivalent Differential Temperature) value is 50 
mK [6]. This is enough to track the temperature change on the relay case. The camera was 
placed on a tripod, which was used to set the distance d between the camera lens and the 
observed surface of the relay. The whole thing was placed in a plexiglass chamber. The 
dimensions of the chamber were 40 cm × 30 cm × 30 cm. In order to eliminate reflections, the 
interior of the chamber was lined with polyurethane foam. The diagram of the described 
measurement system is shown in Fig. 1. 

 
Fig. 1. The measurement system that enables thermographic measurement of the temperature of the relay case 

TC. A – tripod, C – screw, E – thermographic camera, R – observed relay, d – distance between package 
and thermographic camera lens. 
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The change in the value of TC was induced by varying the power dissipated in the main 
contact. The relay coil was powered from a 12 V DC source. The main contact was powered 
via an autotransformer, which allowed for precise voltage regulation and organic current control 
to the expected level. The diagram of the described station is shown in Fig. 2. 

 
Fig. 2. Measuring system that enables relay control. K1 – tested relay, R1, R2 – load, P1 – button. 

The second part of indirect thermographic measurement consisted in determining the 
relationship between TC and Tp. For this purpose, a three-dimensional model of the relay had to 
be created and the FEM (Finite Element Method) method had to be used. The Solidworks 
software was used. The three-dimensional model created is shown in Fig. 3. The materials that 
were assigned in the defined model and their thermal conductivity properties λ are shown in 
Table 1. 

 
Fig. 3. Three-dimensional model of the tested relay. 

Table 1. Values of the thermal conductivity coefficients λ and materials assigned to individual parts of the relay 
model. 

Part of the relay Matherial λ [W/m∙K] 
Coil Copper 385 

Contact Copper 385 
Case Plastics 0.22 
Leads Aluminum 204 

      
In order to make the defined model (and the obtained results) credible, the results were 

compared with those obtained using another method. For this reason, the contact temperature 
was measured using a type K thermocouple (TCt). The case temperature (Tpt) was also measured 
using a thermocouple. 
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3. Results 
As a result of the carried out work, the obtained results allowed determining the relationship 

between the temperature TC and the temperature Tp. The values of the temperatures TCt and Tpt 
were also measured.  
Table 2. The obtained values of the contact temperature TC, temperature case Tp and the temperatures TCt and Tpt 
measured with the thermocouple. 

Lp TC [℃] TCt [℃] Tp [℃] Tpt [℃] 
1 19.5 20 19.9 20 
2 20.3 20 21.0 21 
3 21.5 21 24.1 24 
4 25.2 24 29.4 28 
5 26.9 26 33.6 32 
6 28.9 28 39.6 39 
7 34.1 32 48.3 47 
8 41.9 41 60.6 59 
9 48.9 47 67.8 66 

 

4. Discussion and Conclusions 
In the conducted research work, an indirect thermographic measurement of the contact 

temperature of an electromechanical relay TC was performed. The relationship between the TC 
value and the temperature of the relay case Tp was determined. The TC value was determined 
based on the FEM method. The results obtained using FEM were compared with the results 
obtained using the contact method (Tpt,TCt). It was noted that the smallest difference between 
the values of TC and TCt was 0.3 ℃ and Tp and Tpt was 1.8 ℃. For this reason, the defined model 
can be considered reliable. The largest value between TC and Tp was 18.9 ℃.  
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Abstract. This paper presents measured errors of different measuring principles of flow meters, 
which are typically used in thermal energy measurement for cooling applications. The study 
involves single-jet, multi-jet, electromagnetic, and ultrasonic flow meters. Experimental 
measurements were performed at drinkable water and water-monopropylene glycol mixtures 
with varying concentrations, aiming to analyze the accuracy, repeatability, and reliability of 
the different flow meter types under variable fluid density and kinematic viscosity conditions. 
Reference measurements were performed by a mass flow meter, which allows precise 
determination of the mass flow rates. Based on the measured values and densities, the glycol 
mixtures and the volumetric flow rates were evaluated. 
The measured results reveal significant differences in the measurement errors of the various 
flow meter types, influenced by both the physical properties of the glycol mixture and the 
specifications of the measurement principle. The discussion focuses on recommendations of 
selecting an appropriate flow meter and the influence of parameterization of specific 
application and composition of the measured liquid. This study contributes to a deeper 
understanding of flow measurement challenges in cooling systems and highlights the 
importance of proper parameterization, setup, and calibration of the flow meter itself and of 
the entire cooling circuit 
Keywords: Flow Meter, Cooling, Water-glycol Mixture, Flow Measurement, Monopropylene 
Glycol 

1. Introduction 
The aim of the experiment described in this paper was to analyze the effect of glycol 
concentration in water on the accuracy at flow measurement. 
The content and approach of the experiment solving were generally based on the requirements 
for the current functionalities of the thermal energy meters (in follows TEM) for heating and 
cooling applications. These TEM are in accordance with Directive 2014/32/EU (MID), Annex 
MI-004 [1], the current version of the standard EN 1434-2022 [2], and the WELMEC Guide 
13.1 document [3]. Specifically, this concerns the use of TEM for measuring thermal energy in 
cooling systems, where, in addition to water as a heat transfer fluid, the aforementioned (anti-
freeze) mixtures of water and glycol are also used. The issue is related to implementation in the 
Czech (OOP) [4] and European metrological documentation [5, 6]. 
The flow sensor´s measuring principles used for thermal energy measurement were chosen for 
the practical experiments. This experiment was focused on the glycol-water concentration 
effect on the error measurement of a single-jet dry dial flow meter (water meter), multi-jet wet 
dial flow meter (water meter), ultrasonic flow meter (water meter), and electromagnetic flow 
meter.  
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2. Subject and Methods 
2.1 Selection of used antifreeze liquid for experiment and weight concentration 
After considering the ecological aspect, monopropylene glycol (hereafter referred to as glycol) 
was chosen for the experiment [7]. The glycol concentrations in water were chosen as follows: 
(0, 10, 30, 50) wt. %, which were corresponding to freezing points of (0, -3, -14, -34) °C. 
2.2 Selection of used meters 
Selected flow meters for experiment: Single-jet, dry dial flow meter (water meter) –Enbra, type: 
ETK-EAX; Multi-jet, wet dial flow meter (water meter) – manufacturer: Sensus, type: 420PC; 
Ultrasonic flow (water meter) – manufacturer: Apator Powogaz, type: UL2.5 Ultrimis; 
Electromagnetic flow meter – manufacturer: Krohne, type: Optiflux 5300. 
The expected measurement errors should not exceed the maximum permissible errors according 
to the Article 9.2.2.3 of the standard EN 1434-1:2022 [2], for thermal energy measurement flow 
sensors. All used meters were adjusted for the measurement of water. 
2.3 Selection of measuring method and reference meter 
For measurement, the start-stop method was chosen with a direct reading of the mass totalizer 
of reference Coriolis mass flow meter [8]. Subsequently, the real density of the water-glycol 
mixture for the given glycol concentration at real measured temperature of the liquid during the 
measurement were determined. The density values were calibrated by CMI physical chemistry 
department on samples of water-glycol mixtures. The density calibrations were performed at 
the same temperature ranges, which were measured during the experiment. For direct 
comparison there were used the direct reading volume totalizer values of the individual flow 
meter and these values were compared with the calculated volume value from the flow 
measured by the reference mass flow meter (with density calculation and interpolation). 
The reference meter selected for the experiment – reference mass flow meter is manufactured 
by Micro Motion, type: CMF050 (secondary standard) [9]. Testing flow rate points were chosen 
based on technical possibilities of the used testing facility, at nominal values: (500, 1000, 1500) 
L/h. The measurements were done by five repeating of every point for repeatability check, and 
reduction of measurement uncertainty (A-type) and B-type uncertainty was given by used 
testing facility (calibration certificates, rectangular distribution of partial uncertainties). Total 
uncertainty was expanded by coverage factor k = 2. The temperature of water and water-glycol 
mixtures were selected at the same temperature as the laboratory ambient temperature, approx. 
(20 – 23) °C. 
2.4 Measuring Facility Selection 
Due to the potential contamination of the testing facility by glycol and the time-consuming 
nature of the experiment, a simple test bench previously used at the CMI for long-term testing 
of water meters (Point 7.11 of the standard EN ISO 4064-2:2017 [10]) and flow meters at the 
selected flow rate and temperature was selected. The test bench works in a closed hydraulic 
circuit to eliminate the evaporation of liquid during measurement.  

3. Results 
The following chapters present the measured results for each of the used flow meter 
construction designs. The presented values provided the average values of five repetitions, 
followed by the determination of the overall expanded measurement uncertainty. Subsequently, 
a graphical comparison of the identified errors of measurements is made for drinking water, a 
mixture of water with 10 wt.% glycol, a mixture of water with 30 wt.% glycol, and a mixture 
of water with 50 wt.% glycol. 
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Fig. 1. Flow meters error curves graphical comparison 

4. Conclusions 
Relating measured results of sigle-jet, multi-jet and electromagnetic flow sensor (errors and 
uncertainties are in approx. range of 0.1 % up to 1.6 %) for selected flow rates and water-glycol 
concentrations, the anticipated compliance with the maximum permissible error (MPE) limits 
was confirmed, both according to the standard EN 1434-1:2022 for thermal energy meters and 
the standard EN ISO 4064-1:2017 for water meters. The limits are within the range of up to 5% 
(TEM, thermal energy meters) and up to 2% (water meters). The results indicate that with 
increasing concentration of glycol in the mixture, the single-jet and multi-jet flow meters show 
a shift in the measurement error towards positive values, meaning the meter indicates a higher 
flow and measured volume than the real value. From the measured results, it follows that the 
electromagnetic flow meter exhibits the least sensitivity to the influence of glycol concentration 
in the water. However, it is necessary to ensure a guaranteed sufficient electrical conductivity 
of the measured liquid. The electrical conductivity of glycol mixtures (0 – 50 wt.% of glycol) 
was acceptable for measurement by an electromagnetic flow sensor. If we compare the error 
curves of flow sensors (pictured above) for water with results for all water-glycol mixtures, a 
significant error limit is fulfilled (1 % declination).  
The different situation appears by ultrasonic flow meter, mainly by concentration 30 wt. %, 
respectively 50 wt. % of glycols at water. Measuring errors are over the MPE limit (over 6 % 
and up to 12%). With increasing concentration of glycol in water the ultrasonic flow meter 
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measures the flowrate more less as real. This is a significant conclusion, because the ultrasonic 
flow meters make up the majority of meters used for measuring of the flowrate by TEM. 
The ultrasonic flow meter was retested again on piston prover reference standard by water at 
water temperatures (10, 20, 30 and 50) °C and all results were below MPE limit for water meters 
(2 %). This measurement rejects the assumption of meter damage during the testing.  
The measured errors were discussed with the manufacturer of the ultrasonic flow sensor. The 
meter is adjusted for physical correction properties for water only. The change in speed of 
sound and ultrasonic transducer reaction between water and a water-glycol mixture 
can cause these error shifts. This means that before measurement, the correct adjustment of 
settings for the measured liquid must be checked. 
The measured results indicate that the glycol concentration in water have effect on the 
measurement error of the flow meters. As the glycol concentration increases, the thermal 
capacity of the liquid is changed also, which impacts the calculation of thermal energy. 
Therefore, for correct measurement the real parameters of the used liquid are necessary to input 
into SW of the flow meter´s electronic and into SW of TEM energy calculators too. For accurate 
measurements, it is also essential to ensure long-term stability of the glycol concentration in the 
heating (cooling) hydraulic circuit. This calls for subsequent metrological checks and 
comparison of the actual liquid parameters in the hydraulic circuit, with the real settings of the 
liquid parameters in the meter´s electronics during and after installation.  
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Abstract. This paper presents the construction of a test stand and a virtual measurement 
instrument developed in the LabVIEW environment, which allows the temperature 
characteristics of the sensor to be automatically determined as a function of the heating 
power for different values of the measurement current. The NI USB-6341 measurement 
module was used for the measurements. Example measurements were carried out on a 
representative group of resistive temperature sensors: four platinum metal, thin-film and wire 
sensors, in different cases, and two thermistor sensors: NTC and PTC. 
Keywords: Resistance Temperature Sensors, Virtual Instrument, LabVIEW 

1. Introduction 
Temperature is one of the basic parameters often measured in practice. Various sensors, 
transducers and devices are used to measure temperature. Some of the most commonly used 
sensors are resistive sensors: metal and semiconductor sensors (thermistors). Issues related to 
RTD resistance temperature sensors have been discussed in a number of normative 
documents. In practice, there are two types of resistive sensors, these are standard platinum 
resistance thermometers with high stability and accuracy (SPRT) and industrial platinum 
resistance thermometers (IPRT) [1]. In this paper, the authors have limited themselves to 
discussing the problem of temperature measurement using industrial sensors. An important 
issue for this group of sensors is the selection of an appropriate measurement current, 
depending on its design, mounting method and environmental conditions, which ensures that 
measurement errors are kept sufficiently low. For this purpose, it is necessary to determine the 
in-situ thermal resistance of the sensor. 

2. The laboratory stand 

2.1 Hardware part of the measurement system 
In order to determine the value of the thermal resistance of the sensor, a measuring system 
must be constructed that allows the electrical resistance of the sensor to be measured for 
different current values. Such a system can be realised using two different measurement 
methods. The first method involves measuring the voltage drop across the resistance of the 
sensor under test using a suitable stable and regulated current source. The electrical resistance 
of the sensor Rsens is calculated based on Ohm's law. The second method, ratiometric, involves 
measuring two voltage drops: on the sensor resistance Rsens and on the reference resistor RN 
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[2]. In this study, the ratiometric method is used. The resistance value Rsens is calculated from 
equation (1): 
 

sens
sens N

N

UR R
U

=  (1) 

where: Usens – the voltage measured at the sensor, UN – the voltage measured at the reference 
resistor, RN – the nominal value of the reference resistor. 
The value of the sensor's measurement current Isens is calculated from the formula: 
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The value of the power dissipated in the sensor Psens under test is calculated from the formula: 
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A schematic of the measurement system for the in-situ determination of the thermal resistance 
of resistive temperature sensors is shown in Figure 1. A ratiometric system was used with a 
four-point connection between the sensor under test Rsens and the reference resistor RN on the 
low potential side. 

 

Fig. 1. A block diagram of the laboratory stand for the in situ determination of the thermal resistance of 
resistance temperature sensors. 

The above system allows the automatic determination of the characteristics of the resistance 
temperature sensors under test. It consists of the following components: a PC with the 
National Instruments LabVIEW environment installed, a National Instrument measurement 
data acquisition module, a high-power DC amplifier and a set of sensors under test. The AO 
output voltage of the DAC is fed to the input of the power amplifier (PA). The output voltage 
from the PA supplies the resistance temperature measurement sensor Rsens and the reference 
resistor RN. The Rsens sensor under test and the reference resistor RN are connected in series 
between the amplifier output and the circuit's electrical ground. The differential analogue 
input of the analogue-to-digital converter in channel 2 was used to measure the Usens voltage 
on the Rsens resistance sensor under test. Another differential analogue input of the analogue-
to-digital converter in channel 1 was used to measure the UN voltage on the reference resistor 
RN. From this, the current flowing through the measurement system was determined. 
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2.2 LabVIEW application controling measurements 
For the purposes of this work, a measurement control application prepared in the LabVIEW 
environment was developed. Figure 2 shows a block diagram of the algorithm performing the 
measurements and calculations, demonstrating the principle of the built application. 

 
Fig. 2. Flowchart of the programme that performs the measurements on the VI instrument. 

The most important part of the application is the main loop, where a series of individual 
measurements are taken. Once these are averaged, the desired values for resistance, 
temperature and sensor power are calculated. The number of averaged measurements n can be 
declared by the user in the initial part of the algorithm. However, before the algorithm starts 
taking measurements, the application checks the measurement modules available in the 
system. The user selects a module and declares its measurement configuration (range, input 
mode, number of averaged measurements n). Once the measurement module and the range of 
the ADC and DAC have been selected, the method of measurement should be configured. The 
number of measurement points m, the step of increment of the set voltage on the DAC, as 
well as the initial value of this voltage should be set. The last parameter to be set is the value 
of the main loop delay, between the assignment of a new value by the DAC and the taking of 
measurements by the ADC. The type of sensor under test and the value of the reference 
resistor RN are also declared. The module is then initialised and the application proceeds to 
perform a series of measurements in the main loop. The measurement application controls the 
DAC, whose output voltage is amplified and supplies the circuit for the series connection of 
the reference resistor RN and the temperature sensor Rsens under test. The two analogue inputs 
of the measurement module operating in differential mode are supplied with voltage values 
from the resistance sensor and the reference resistor. After measuring the Usens and UN 
voltages, the values of the other quantities are calculated in the developed application. Once 
the operation is complete, the application saves the results obtained in graphical and textual 
form. In the research presented here, each point on the graph is obtained by averaging n = 100 
measurements. The number of n repetitions was selected experimentally based on an analysis 
of the measurement uncertainties. The developed application allows the use of various 
resistive sensors for temperature measurement. 

3. Results of experimental studies 
Figure 3 shows an example of the temperature dependence Tsens (green) of a Pt1000 sensor as 
a function of measurement current. In addition, the graph shows a plot of sensor resistance 
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Rsens (blue) and sensor heating power Pth (red). Each measurement was taken after a delay 
time of 50 s from the new set current value. The sensor has reached a thermal steady state. 
Figure 4 shows the temperature dependence of the sensor Tsens on the heating power Pth, for 
different delay times. The value of the thermal resistance Rth of the sensor is equal to the value 
of the directional coefficient of the straight line. For example, for a time of 50 s (red line) 
Rth=0.5461 °C/mW. Results for other sensors investigated will be presented during the 
conference. 

  
Fig. 3. Characteristic of the Pt1000 sensor obtained 

from measurements: 1 – resistance Rsens 
(blue), 2– heating power Pth (red), and 3 – 
sensor temperature Tsens (green), as a function 
of measurement current, delay time 50 s in 
still air. 

Fig. 4. Linear approximation of temperature 
dependence of sensor Tsens with respect to 
heating power Pth, delay time 2 ms, 500 ms, 2 
s, 50 s, Pt1000 sensor in still air. The 
equation of the approximating straight line is 
shown. 

4. Conclusion 
This publication presents the developed measurement station together with a control 
application developed in the LabVIEW environment. The application allows automatic in-situ 
measurements of the thermal resistance of the sensor. Several IPRT sensors were investigated, 
which are often used in practice, but the self-heating effect of these sensors is sporadically 
reported in the literature [3]. According to the normative documents, calibration before testing 
is not required for this group of sensors. It is recommended to select the value of the 
measuring current in such a way that the effect of self-heating of the sensor does not exceed 
25% of the tolerance value resulting from the declared tolerance of the sensor. At the same 
time, however, a higher measuring current provides greater accuracy in measuring the sensor 
resistance. Therefore, in order to correctly select the measuring current of the IPRT sensor, 
the thermal resistance of the sensor must be determined in-situ. 
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Abstract. This paper describes the process of developing a new national standard for gas flow 
in the Czech Republic. An important part is the result of a literature study on primary standards 
found in different laboratories of national metrology institutes around the world. The principles 
of operation, schematics and photographs of different types of primary standards and their 
usual range of flow rates and pressures are presented. In the following section the specification 
and detailed description of the selected type of primary standard is given. This primary 
standard is already under construction in the Czech Republic following the conclusions of 
literature study. In principle, it is a Bell Piston Prover with a planned flow range of 2 L/h to 2 
m3/h.  
Keywords: primary standard, metrology, gas flow rate 

1. Introduction 
The gas flow measurement is one of the most important and widely used measurements of 
delivered media next to the measurement of liquid flow and electricity. Primary standards  
Primary standards are the source of metrological traceability in the respective field of 
measurement and are often national standards. They are usually based on a physical principle. 
Below is a summary of the most commonly used primary standards in gas flow.  

2. Materials and Methods 

2.1 Equivalent Liquid Quantity Equipment (ELQE) 

  
Fig. 1. Photograph and schematic drawing of Equivalent Liquide Quantity Equipment (ELQE) [1] 

 
The basic design scheme of the ELQE, which serves as the national standard in the Czech 
Republic, is shown in Fig. 1 on the following page. The principle of determining the gas volume 
on this facility is based on the equality of the volume of liquid that is released from the tank 
and the volume of air that replaces the released liquid.  
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2.2 Bell Prover 
A basic schematic drawing and a photo of the Bell Prover, that is a national standard in Czech 
Republic, is shown in Fig. 2 [1]. 

                         
Fig. 2.  Schematic drawing and photo of the Bell Prover [1] 

For the new Bell Provers, the calculations are provided by the control software and are quite 
sophisticated, containing the calculation of the displaced volume according to the precise 
dimensional measurement of the bell in individual layers, including correction for the thermal 
expansion of the bell material, and calculating the air density at individual points of the test 
equipment.  

2.3 Dynamic gravimetry flow standard (GFS) 
The dynamic gravimetry flow standard (GFS) is a primary low-flow mass standard consisting 
of a dynamic gravimetric system [2]. The standard itself consists of a pressure vessel built on a 
precision electronic balance with an automated system for zeroing the balance, calibrating the 
balance and loading the cylinder (Fig. 3). These devices are typically used in the flow rate range 
(0.00006 - 0.3) m3/h. 

 
Fig. 3. Schematic diagram of a primary standard with low mass flow based on the dynamic gravimetric 

principle 

 

2.4 Equipment based on PVTt method 
The general principle of operation of a primary standard based on the measurement of pressure 
(P), volume (V), temperature (T) and time (t), referred to as "PVTt", is based on the 
determination of the change in density of the measured gas in a tank of known volume and a 
certain time interval.  
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Fig. 4.  Schematic diagram of PVTt device for injection mode and photo of PVTt equipment in NIST 

laboratory (USA) [4] 

Due to the need to stabilize the tank temperature preferably at a constant value, the gas tank is 
often placed in a water tank (Fig. 4). The usual range of flow rates is from 0.2 m3/h to 
100 m3/h. 

2.5 Equipment based on piston method  
It is a volumetric measuring principle, where a piston with a precisely defined effective area 
displaces the gas into the meter under test. The principle of measuring of a reference piston 
with "forced" motion is shown in Fig. 5. 

 

 
Fig. 5.  Equipment based on piston method [5] 

3. Building a new national standard BPP2 in CMI 
The following paragraphs summarize the current state of the equipment in the gas flow 
laboratory in Czech Metrology Institute and specify the objective, what specifications the new 
primary standard should have. 

3.1 Description of the initial state and selection  
The existing national standard ELQE (Equivalent Liquide Quantity Equipment) was developed 
and built in principle already in 1980. Thus, it will be appropriate to build a new national 
standard ideally with a range of 0.002 m3/h to 2 m3/h.  
 

 
Fig. 6. Typical arrangement of a Bell-Piston Prover [6] 
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3.2 Specification of the new national standard BPP2 
The basic element is a precisely dimensioned metal bell-piston, which is placed in a pressure 
resistant vessel and which displaces air into the meter under test during its horizontal 
movement. The piston is housed in a pressure vessel and is operated by a stepper motor and a 
ball screw spindle with a spindle nut. The flow range of the primary part of the Bell-Piston 
Prover (Fig. 6) should be from 0.002 m3/h to 2 m3/h with a measurement uncertainty  
U(k=2) ≤ 0.10 % in the middle part of the measurement range. The principle was developed 
together with the Physikalisch-Technische Bundesanstalt (PTB), the national metrology 
institute in Germany. 

4. Conclusions 
The construction of a new primary standard based on the Bell Piston Prover principle will bring 
a significant improvement in the field of gas flow measurement. It will reduce the measurement 
uncertainty compared to the current situation and will place the Czech Metrology Institute 
among the laboratories with the lowest measurement uncertainty in the world that is 
approximately U(k=2) ≤ of 0.08 % It will also enable us to offer new services to many new 
customers.  
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Abstract. The interconnection between errors due to drift and due to inhomogeneity of 
thermocouples is considered in this paper. A mathematical model was developed to describe the 
process of developing a thermocouple electromotive force. A formula is derived to describe this 
interconnection, and modeling is carried out to prove the formula. It is shown that the sum of 
absolute values of errors due to drift and inhomogeneity is always equal.  

Keywords: Thermocouple, Drift, Inhomogeneity. 

1. Introduction 

The thermocouple (TC), is one of the most popular temperature sensors. The TC possesses several 
advantages, such as fast response time, wide temperature range, durability, low cost, reliability in harsh 
environments, robustness to vibrations, simple design, easy installation and maintenance, and high 
versatility. That is why it is used for measuring temperatures in industry, science, and commerce [1]. 
On the other hand, the TC has quite large errors; among the most significant errors are deviations of 
their conversion function (TC) from the nominal one, drift of conversion characteristics during long-
term operation at high temperature, and acquired thermoelectric inhomogeneity (TIN) [2]. These errors 
are proper for all types of TCs. The most popular alloys for TCs were developed in the first half of the 
XX century. There were studies of new materials for TC to cope with these errors, but they are not 
widely used [3]. The TC operation is based on the Seebeck effect [1, 4], which can be given as 

teE Δ⋅= ,       (1) 

where E (measured in μV) is the thermo-electromotive force (henceforth emf) developed by the TC 
(or its section); e is the Seebeck coefficient of the TC leg’s material, μV/°C; Δt is the temperature 
difference between the ends of the TC leg.  

2. Results of the Studies and Discussion 

There are four basic laws of thermoelectricity [4] for TCs: (i) The law of interior temperatures – the 
temperature distribution along the TC legs does not affect the developed by the TC emf. The 
developed emf is described by (1); (ii) The law of inserted metals – if two dissimilar metals form a 
circuit with two junctions at different temperatures, then inserting a third metal into the gap between 
one of the metals creates two new junctions. However, if the temperatures of these two new 
junctions are the same, then the developed emf of the circuit does not change; (iii) The law of 
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intermediate temperature – in a circuit made of two dissimilar homogeneous metals, whose ends 
have temperatures t1 and t2 (t1≠t2), a emf E1 is developed. If the temperatures of these jumctions are 
t2 and t3, respectively, the developed emf is E2. Then at the temperatures of these junctions of t1 and 
t3, respectively, the developed emf is E1+ E2; (iv) The law of summation of emf – if the Seebeck 
coefficients of two dissimilar metals with respect to a third metal are known, then the Seebeck 
coefficient of these two metals is equal to the algebraic sum of the mentioned Seebeck coefficients. 
The main source of error for the TC is TIN [2]. A long term operation at high temperatures leads to 
degradation of TC legs. For a section of TC that underwent degradation, (1) can be given as 

( ) iii teeE ΔΔ+= ,     (2) 

where ieΔ  is the change in the Seebeck coefficient of the TC section, itΔ  is the temperature drop 
across the section. Since the TC legs are exposed to different temperatures along their legs, each 
section has its own ieΔ  (see Fig 1).  

 

Fig. 1. Degradation patterns of TC sections with respect to operation temperature. 

So, the total emf developed by the whole TC can be given as follows: 

( )
=

ΔΔ+=
n

i
ii teeE

1
     (3) 

This can be rewritten when we consider total emf and infinitesimal length of sections as follows 
[2]:  

( ) ( ) ∂
∂=ΔΔ+=

=→

Ln

i
iil

dt
t
lleteeE

010
lim      (4) 

where l is the length of a section, e(l) is the Seebeck coefficient as a function of coordinate, L is the 
total length of the TC. From (3) and (4) it is clear why the developed emf depends on the temperature 
distribution along TC legs – the contribution of each ieΔ  changes with the change of temperature 
drop across a section. This contribution can be considerable. According to the sources mentioned 
in [2], it can be of the order of dozens of degrees when measuring temperatures about 800 °C or 
even more. That is why the four laws of thermoelectricity do not work well for inhomogeneous 
TCs. It is necessary to consider the properties of inhomogeneous TCs to show a considerable 
connection between errors due to drift and TIN that appear in such TCs. Thus, the goal of this paper 
is to theoretically derive the expression to describe the connection between these two errors. 
According to the definition, error due to drift is a gradual change of developed emf when the TC is 
under operation in a stable temperature field. It is determined as a difference between the emf 
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degradation 
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L 
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developed at a certain moment and that at the beginning of the operation. Error due to TIN appears 
when the temperature of the measuring and working junctions remains stable, but the temperature 
distribution along TC legs changes. In [5], it is shown that the maximum values of errors due to 
drift DREΔ and due to TIN TIN

iEΔ  for the TC used at high temperatures for a long time are equal. 

Such equality, for each combination of temperature EiT  and operating time, Eiτ  corresponds to the 
limiting values of changes in the instantaneous temperature of a TC DiT , i.e., for error due to drift, 
the change of the instantaneous temperature is zero 0=Δ DiT . For maximum error due to TIN, the 
change of the instantaneous temperature (the temperature at an instant of a certain measurement) 
must be maximum too, i.e. it is equal to the difference between the temperature of operation and 
the reference junctions temperature (for the sake of convenience, we assume it is 0 °C) EiDi TT =Δ . 
Then: 

( ) ( )EiDiEiEi
NEOD
MAXDiEiEi

DR
MAX TTTETTE =ΔΔ==ΔΔ ,,0,, ττ .   (5) 

Fig. 1 shows a TC, which, during stable operation, is located in the temperature field profile ABCD 
(to simplify the figure, the temperature fields are approximated by straight lines). The intensity of 
degradation processes depends on the temperature of stable operation [2], the maximum drift of the 
TC DR

MAXEΔ will correspond to the section AB, i.e. 

DR
MAX

DR
AB EE Δ=Δ .     (6) 

 T 

D 

B1 

C L 

B A 

K 

C1 

B2 

C2 

K2 M 

 

Fig. 2. Changes in the temperature field during operation of the TP 

The maximum temperature change of an instantaneous temperature is EiDi TT =Δ . The section CD 
during long-term operation is at a temperature close to zero. Therefore, according to [2] its Seebeck 
coefficient does not change. The AB section changes its Seebeck coefficient maximally. But, 
according to law 2, this section does develop emf, for BA TT = . Therefore, only the BC section 
contributes, so only its Seebeck coefficient matters. Therefore, we can write: 

MAX
TC

DR
BC

DR
TC EEE Δ=Δ=Δ ,     (7) 

where DR
TCEΔ  is TC error due to drift; DR

BCEΔ  is error due to drift of BC section only; MAX
TCEΔ  is the 

maximum error due to drift in operating conditions (temperature field ABCD). The emf ABKCDE  in 
temperature field ABKCD, according to the abovementioned third law of thermoelectricity can be 
written as follows:   

 CDKCBKABABKCD EEEEE +++= .     (8) 
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The of the emf in DCMCKABE 1222 the temperature field A-B2-K2-M-C2-C1-D 

DCCCMCMKKBBBABDCMCKAB EEEEEEEE 112222221222 ++++++= .   (9) 

There is an error due to TIN when the field of operation is ABKCD, and the measurement is carried 
out in the field A-B2-K2-M-C2-C1-D. From the text between formulae (2) and (5), it is clear that a 
change in the temperature field induces a change in the developed emf. According to [2] error due 
to inhomogeneity is equal to the difference between the emfs developed in the field operation and 
that in a certain field. We use the difference between the emf in a certain temperature field and that 
in the field of operation as a positive value of error due to inhomogeneity. This change can be found 
by subtracting (6) from (7). After some rearrangements, it can be written as 

( ) DR
BKBKKCBKCK

MAX
TCCK

NEOD
DCCKCKAB EEEEEEEE Δ−=Δ−=Δ+Δ−Δ=Δ−Δ=Δ 1222 ,   (10) 

Since point K was chosen arbitrarily, (9) can be generalized to [6] 
DR

EPROF
NEOD

EPROF
DR
MAX

NEOD
MAX EEEE −− Δ+Δ=Δ=Δ

,     (11) 
where the index PROF- E means that both errors belong to the same profile of the temperature field of 
operation. In other words, the sum of absolute values of errors due to drift and due to inhomogeneity 
remains constant in any temperature field, and this sum is equal to the absolute value of the maximum 
values of error due to drift and due to inhomogeneity. Modeling for different functional dependencies of 
Δe from the temperature of operation in different temperature fields confirms (11). One of the results is 
given in Fig. 3, where Δe was in the form of Δe(t)=at+bt2 and the temperature fields were sigmoids with 
0 °C for the reference junctions and 800 °C for the measuring junction.  

 
                                   Fig. 3. Results of modeling 

3. Conclusions. 
In this paper, the process of the 
paper reveals a close relationship 
between errors due to drift and 
inhomogeneity of the TC, which 
can be expressed as a formula: the 
sum of absolute values of errors due 
to drift and due to inhomogeneity 
remains constant in any temperature 
field at any instant. This sum is equal 
to the absolute value of the maximum 

values of error due to drift and due to inhomogeneity. This relationship is confirmed during modeling.  
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